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#### Abstract

The structure of the expectation values of retarded multiple commutators ( $r$ functions) is analyzed in terms of the number of particles in the decomposition of absorptive parts. As to the one-particle structure, it is found that an $r$ function is a sum of a finite number of terms, each of them except one (that one being called one-particle irreducible) being in momentum space a product of one-particle irreducible factors, linked by one-particle propagation functions. As to the two-particle structure, it is found that a one-particle irreducible function is the solution of an inhomogeneous Bethe-Salpeter equation, whose kernel and inhomogeneous term both are two-particle irreducible functions. This structure, which could be generalized to higher particle numbers, closely resembles perturbation theory but is here derived from locality and the asymptotic condition alone, by converting the nonlinear system of integral equations for $r$ functions stepwise into one in which neither one- or two-particle reducible functions, nor one- or two-particle intermediate states appear. The implication of such structure analysis for an interpretation of perturbation theory, improvements of present methods to derive analytic properties of scattering amplitudes, and a formalism with unstable particles are discussed, and the strength of singularities of various functions investigated.


## INTRODUCTION

AXIOMATIC quantum field theory consists in studying the consequences for observable quantities of locality, which means that the commutator (or anticommutator) of any two local quantities, like field operators, should vanish at spacelike distances. It is well known that the most convenient objects to analyze are the vacuum expectation values of certain infinite sets of operator products: unordered products, giving rise to $w$ functions ${ }^{1}$; time-ordered products, giving rise to $\tau$ functions ${ }^{2}$; and retarded multiple commutators, giving rise to $r$ functions. ${ }^{3}$

The axioms of the theory, notably relativistic invariance, locality, and the existence of discrete eigenstates of the energy-momentum-squared operator, imply certain properties of those functions. Firstly, there are properties expressible for each function separately,

[^0]mainly deduced from relativistic invariance and locality, and secondly, properties that relate all those functions together. Of this latter type are the positive definiteness condition for $w$ functions ${ }^{1}$ and the infinite systems of coupled nonlinear integral equations for $\tau^{2}$ and $r$ functions, ${ }^{4}$ where specific properties of the state space of the theory are explicitly used.

A great deal of work has recently been done on the first-mentioned "linear" properties. However, it has been shown by Jost ${ }^{5}$ that the linear conditions are not sufficient to establish analyticity of the meson-nucleon vertex function in the cut energy-plane. On the other hand, it is known that the nonlinear conditions are important in proofs of dispersion relations for scattering amplitudes. Thus, it seems to be desirable to find out generally what kind of properties of the invariant functions these conditions imply, a question that has received comparatively little attention.

It will be shown that the nonlinear conditions determine the many-particle structure of the functions in

[^1]question. Here the $r$ functions are the most convenient ones since their nonlinear system of integral equations is simplest. This is because, in contrast to $\tau$ functions, for $r$ functions the locality condition is a linear one: the $r$ functions are to be invariant retarded functions. The nonlinear conditions merely express the absorptive part of an $r$ function as a sum of bilinear terms arising from various intermediate states, the number of particles in those states usually ranging from one to infinity. According to this decomposition of the absorptive parts, the $r$ functions have several types of singularities in momentum space: delta-function-like ones from oneparticle intermediate states and discontinuities of the derivatives at the thresholds of many-particle contributions.

To understand the structure of $r$ functions in view of these singularities, one starts best from perturbation theory. This is because the renormalized perturbation theoretical expansion of the $r$ functions is a formal solution of the axiomatic scheme and, actually, the only form of a solution we know at present. Moreover, if one sets out with the aim of finding a formal solution of the scheme as a power series expansion in a perturbation parameter (or set of parameters) one is uniquely led ${ }^{6}$ to the renormalized perturbation theoretical expansions compatible with the assumed types of stable particles. Therefore we start, short of something better, from perturbation theory and try to find out those of its features that render it a solution, though a formal one, of the nonlinear system as particularized in the foregoing.

A perturbation theoretical contribution to an $r$ function is described by a double graph. ${ }^{7}$ The skeleton of such a graph is the same as that of a Feynman graph. However, there is one distinguished vertex (the latest one) and the lines in the graph do not stand for $\Delta_{F}$ but for $\Delta_{\text {Ret }}$ and $\Delta_{1}$ functions. In such a graph one can perform partial summations, as is well known for Feynman graphs as well as for the graphs of the nuclear manybody problem. What we call structure of a graph is the circumstance that there might be one line, or pair of lines, that is the only connection between otherwise disconnected parts of that graph, both parts in themselves having again the skeleton of a most general double graph. There may be, of course, several graph parts that are connected with one another by such simple links.
If no restriction is imposed on the number of legs a vertex in the graph may have and, of course, no restriction on the number of vertices, the structure just described is the most general property that can be abstracted from perturbation theory (apart from the permissible singularities of $r$ functions, which will be discussed later). This structure is exhibited in closed form by requiring the $r$ functions to be solutions of inhomogeneous Bethe-Salpeter equations, where both

[^2]the kernels and the inhomogeneous terms are irreducible in the sense that their absorptive parts do not have contributions from one, or two, particle intermediate states. This structure is verified by inserting it into the nonlinear system of integral equations, whereupon all one- and two-particle singularities (or reducibilities) drop out and the properties of kernels and inhomogeneous terms just mentioned are manifested. ${ }^{74}$ The key to this phenomenon is the fact explained before, namely that the perturbation theoretical solution, whose structure was taken as a guide, is a formal solution of the nonlinear system. Actually, we shall show that the ansatz chosen by us does not imply a loss of generality at the beginning.
The implication of these findings is two-fold. Firstly, they lead to a new interpretation of perturbation theory as a degenerate form of structure analysis, since irreducibility of vertices, or absence of intermediate states of low mass, means decreased extension in space-time. Secondly, they can be exploited to enlarge the analyticity region of scattering amplitudes, or to prove such analyticity for up to now excluded mass ratios, or possibly, to find new analytic properties for which the nonlinear conditions are crucial.
One feature of renormalizable perturbation theory not taken into account is the estimate of the strength of singularities, or growth at infinity in momentum space, of each single term of the expansion. In accordance with our earlier admitting "unrenormalizable" vertices, we believe perturbation theory not to be indicative here, and actually to be too generous, as is already known for special cases, ${ }^{8}$ and we shall collect arguments for that opinion. Further study of the consistency of the suitably reduced nonlinear system should give an answer to this question as well to others that arise from the, in comparison with perturbation theory, here widened viewpoint.
In the first part generalized retarded functions are introduced as formal tools for later use.
In the second part the one-particle singularities of retarded functions are studied in some detail, mainly to display the method used in the more complicated analysis of two-particle singularities in the third part, details of which are deferred to an appendix.
In the fourth part these results are generalized to higher singularities, and their implications for an interpretation of perturbation theory are discussed.
The strength of singularities of propagation and vertex functions is discussed in the fifth part, with an appendix containing calculational details.
The final part gives an outlook on possible applications of the formalism to the specific problem of analytic continuation of scattering amplitudes. These applica-

[^3]tions will be dealt with further in a later paper. Also it is shown what meaning the concept, or use, of unstable particles may have in the present scheme.

## 1. GENERALIZED RETARDED FUNCTIONS

We shall discuss in nearly all of the following a theory with one hermitian scalar field $A(x)$, obeying

$$
\begin{equation*}
[A(x), A(y)]=0 \quad \text { if } \quad(x-y)^{2}<0 \tag{1}
\end{equation*}
$$

and one kind of neutral spinless particles only. The extension of all results to more realistic cases is straightforward.

A convenient tool to handle infinite sets of functions or operators are generating functionals. They are generally not supposed to exist in any other than a formal sense, provided each function or operator of that infinite set exists. The generating functional of time ordered operator products

$$
\begin{align*}
T\left(x_{1} \cdots x_{n}\right)=\sum_{\text {perm }} \theta\left(x_{1}-x_{2}\right) \cdots \theta\left(x_{n-1}-x_{n}\right) & \\
& \times A\left(x_{1}\right) \cdots A\left(x_{n}\right) \tag{2}
\end{align*}
$$

is the operator

$$
T\{J\}=1+\sum_{n=1}^{\infty} \frac{i^{n}}{n!} \int \cdots \int d x_{1} \cdots d x_{n} T\left(x_{1} \cdots x_{n}\right), ~ \times J\left(x_{1}\right) \cdots J\left(x_{n}\right), ~ \$
$$

where $J(x)$ is a source function that plays an algebraic role only. ${ }^{9}$ We shall abbreviate

$$
T\{J\} \equiv \mathcal{T}, \quad \frac{\delta^{n} \mathcal{T}\{J\}}{\delta J\left(x_{1}\right) \cdots \delta J\left(x_{n}\right)} \equiv \mathcal{T}_{1} \cdots u
$$

the $J$ dependence being understood.
The use of $T$ presupposes that the products (2) are well defined. As we shall see, it suffices to this end that the vacuum expectation values be well defined. We defer the discussion of this restriction to a later section and will be satisfied for the moment with the deliberate restriction to theories where the singularities of vacuum expectation values of operator products are not worse than in each perturbation theoretical order of renormalizable theories, which implies the existence of the vacuum expectation values of time ordered products and retarded commutators as tempered distributions for which moreover all operations carried out in this section are well defined and orders of integrations can be freely interchanged. A thorough discussion of this latter point has recently been given by Zimmermann. ${ }^{10}$ Note added

[^4]in proof.-(To Sec. 1.) The solution presented in Eq. (25) holds formally (i.e., in the power series expansion and apart from ultraviolet difficulties, which do not show up in the formal manipulations), if the interaction is switched off at large positive and negative times, whereby relativistic invariance in the large is destroyed. The Green's functions with $J \neq 0$, however, correspond to a situation where the term $J(x) A(x)$, with $A(x)$ as always the renormalized field, is added to the Lagrangian density. Thus, existence of the usual Green's functions with $J \equiv 0$ (in the sense of no need of subtractions, cf. the beginning of Sec .1 ) can be interpretated as "measurability" of the renormalized field even when the amplitude renormalization is infinite.-From the $c$ number property of the commutator $\left[A_{i n}(x), A_{i n}(y)\right]$ it follows that integrations of the type Eqs. (13), (14), or (17) and of the type (15) can be interchanged among themselves, but not with each other. (Integrations of the type (16) can be interchanged with both other types.) The noninterchangeability disappears for "reduced" functionals that are obtained from the original ones in an analogous way as $\varphi$ functions were obtained from $\tau$ functions in the reference of footnote 2 and does not affect the later calculations. (To Sec. 2) Eq. (48) is not a consequence of (47), and $\psi(\bar{u}, \bar{v})=0$ is not the only solution of (59), if $\tilde{\Delta}_{\text {Ret }}{ }^{\prime}(p)$ has zeros, because here for the process of amputation the retarded boundary condition, which made the amputation unique till here, is no longer available. The additional terms $\tilde{\psi}(p)=i \pi \epsilon\left(p_{0}\right) \sum c_{\lambda} \delta\left(x_{\lambda}-p^{2}\right)$, which give rise to the CDD zeros as seen in Eq. (102), cannot be thought to be contained in the term written in Eq. (49) because delta functions are not absolute squares. NonCDD zeros are excluded if the restriction mentioned at the beginning of Sec. 1 is invoked, as follows from the result of Appendix B. (To Sec. 3.) The phenomenon explained in the foregoing note is expected to show up also here because of the distinct analogy between the one- and the two-particle structure analysis. This means that though the inverse $1-F_{i}^{\prime}$ of $1+F^{\prime}$ in Eq. (73) is still unique provided the retarded boundary condition is applicable it can be expected that nontrivial solutions $X^{i}, Y^{i}, Z^{i} \neq 0$ of Eqs. (80) ff will remain, analogous to $\mathrm{CDD} R$ functions. Of course, this does not imply that an ambiguity will necessarily persist if the analysis is carried further.-The author is indebted to Dr. S. Mandelstam for having pointed out to him the perturbation theoretical example of an unstable particle, which suggests $X^{i}, Y^{i}, Z^{i} \neq 0$. (To Sec. 4.) The remarks presented under $A$ on the relation of structure analysis to a theory with field equations, like quantum electrodynamics, stand amplification. If there is a subtraction permitted for the vertex, a nonvanishing dispersive part (namely, a constant) is compatible with a vanishing absorptive part of the vertex that is two-particle irreducible with respect to an external coordinate. If no subtraction is made, the dispersive part would also
vanish, which leads to vanishing results throughout. (The dispensability of a subtraction follows similarly as in Sec. 5 for the original vertex, because the Born approximation is the same. These considerations do not apply to a superrenormalizable theory where in general the Born approximation of the vertex does not vanish.)

It is well known that because of (1) and the present remarks, $\mathcal{T}$ transforms relativistically ${ }^{11}$ according to ${ }^{12}$

$$
\begin{equation*}
U(a, \Lambda) T\{J\} U(a, \Lambda)^{-1}=T\left\{J^{\prime}\right\} \tag{4}
\end{equation*}
$$

where $J^{\prime}(x)=J(a+\Lambda x)$. Since $\mathcal{T}$ can be written

$$
T\{J\}=T \exp \left(i \int A(x) J(x) d x\right)
$$

it is unitary:

$$
\begin{equation*}
T^{+} T^{*}=T^{+} T^{+}=1 \tag{5}
\end{equation*}
$$

We now introduce the functional of two source functions

$$
\begin{equation*}
\mathfrak{R}\{\bar{J}, J\}=\mathcal{T}^{+}\{J+i \bar{J} / 2\} \tau\{J-i \bar{J} / 2\} \tag{6}
\end{equation*}
$$

which generates an infinite set of operator products depending on two sets of coordinates,

$$
\begin{align*}
& R\left(x_{1} \cdots x_{m}, y_{1} \cdots y_{n}\right) \\
& \quad=\left.\frac{\delta^{m+n}}{\delta \bar{J}\left(x_{1}\right) \cdots \delta \bar{J}\left(x_{m}\right) \delta J\left(y_{1}\right) \cdots \delta J\left(y_{n}\right)} Q\{\bar{J}, J\}\right|_{\bar{J}=J=0 .} \tag{7}
\end{align*}
$$

We shall use the abbreviations,

$$
\begin{align*}
& \frac{\mathfrak{R}\{\bar{J}, J\}}{} \equiv \mathfrak{R}, \\
& \frac{\delta^{m+n}}{\delta \bar{J}\left(x_{1}\right) \cdots \delta \bar{J}\left(x_{m}\right) \delta J\left(x_{m+1}\right) \cdots \delta J\left(x_{m+n}\right)} \mathfrak{R}\{\bar{J}, J\}  \tag{8}\\
& \equiv \mathfrak{R}_{1 \cdots m, m+1 \cdots m+n}
\end{align*}
$$

as well as

$$
\mathfrak{O}_{1} \cdots m, m+1 \cdots m+n \mid \bar{J}=0 \equiv R_{1 \cdots m, m+1 \cdots m+n} .
$$

Since $\mathcal{R}$ is hermitean ${ }^{13}$ and transforms in analogy to Eq. (4), the products in Eq. (7) are hermitean and their vacuum expectation values,

$$
\left\langle R\left(x_{1} \cdots x_{m}, y_{1} \cdots y_{n}\right)\right\rangle \equiv r\left(x_{1} \cdots x_{m}, y_{1} \cdots y_{n}\right),
$$

are real relativistically invariant functions (distributions).

From (5) and (6) we find

$$
\begin{equation*}
R_{x}=-i T^{+}+T_{x}=i T_{x}^{*}+\tau \tag{8}
\end{equation*}
$$

[^5]which shows that $R_{x}$ is the generating functional of the usual retarded multiple commutators, ${ }^{14}$ which obeys
\[

$$
\begin{equation*}
R_{x, y}=i \theta(x-y)\left[R_{x}, R_{y}\right] \tag{9}
\end{equation*}
$$

\]

Especially, we have

$$
\begin{equation*}
\left[R_{x}, R_{y}\right]=0 \quad \text { if } \quad(x-y)^{2}<0 \tag{10}
\end{equation*}
$$

as a generalization of (1). From (6) and (8) we find

$$
\begin{align*}
& R_{1} \cdots m=2^{1-m} \sum_{\text {perm }} \theta\left(x_{1}-x_{2}\right) \cdots \theta\left(x_{m-1}-x_{m}\right) \\
& \quad \times\left\{\cdots\left\{\left\{R_{1}, R_{2}\right\}, R_{3}\right\}, \cdots R_{m}\right\} \tag{11}
\end{align*}
$$

Thus, for exclusively spacelike distances among the $x$ we have

$$
R_{12 \cdots m}=R_{1} R_{2} \cdots R_{m}
$$

Therefore, these products are the many-time generalization of products introduced by Nishijima. ${ }^{15,16}$ From (9) and (11) follows that they vanish unless each $y$ in (7) is timelike advanced with respect to at least one $x$ :

$$
\begin{equation*}
R_{x_{1}} \cdots x_{m, y}=0 \quad \text { unless } \quad y<x_{\nu}, \quad \nu \epsilon 1 \cdots m \tag{12}
\end{equation*}
$$

The $x$, however, are not subject to any restriction, apart from that following from Eq. (12).

From (11) and the well-known reduction formula ${ }^{17}$ for retarded commutators,

$$
\left[A_{\text {in }}(y), R_{x}\right]=i \int d z \Delta(y-z) \mathbf{K}_{z} R_{x, z}
$$

where $\mathbf{K}_{z}=\partial_{z}{ }^{\mu} \partial_{z \mu}+m^{2}$, or directly from the asymptotic condition and (6), (8) we find

$$
\begin{equation*}
\left[A_{\text {in }}(y), \mathscr{A}_{x}\right]=i \int d z \Delta(y-z) \mathbf{K}_{z} \mathfrak{A}_{x, z} \tag{13}
\end{equation*}
$$

In order to deduce the expansion of $Q$ in normalordered products, we insert the general ansatz,

$$
R=: \exp \left[\int d u A_{\text {in }}(u) \mathbf{K}_{u} \delta / \delta J^{\prime}(u)\right]:\left.F\left\{\bar{J}, J, J^{\prime}\right\}\right|_{J^{\prime}=0}
$$

where $F$ is a $c$ number functional into (13). This leads to

$$
\int d z \Delta(y-z) \mathbf{K}_{z}\left[\delta / \delta J(z)-\delta / \delta J^{\prime}(z)\right] F\left\{\bar{J}, J, J^{\prime}\right\}=0
$$

[^6]provided $J^{\prime}$ is on the mass shell, and therefore allows to replace in the foregoing equation $\delta / \delta J^{\prime}(u)$ by $\delta / \delta J(u)$. Upon identification of $F\{\bar{J}, J, 0\}$ by taking the vacuum expectation value, we obtain the desired expansion
\[

$$
\begin{equation*}
R=: \exp \left[\int d u A_{\text {in }}(u) \mathbf{K}_{u} \delta / \delta J(u)\right]:\langle(Q\rangle \tag{14}
\end{equation*}
$$

\]

We furthermore find directly from (6) and the asymptotic condition,

$$
\begin{equation*}
Q_{x}=\frac{1}{2}\left\{A_{\mathrm{in}}(x), Q\right\}+\int d u \Delta_{\mathrm{R}_{\mathrm{e} t}}(x-u) \mathbf{K}_{u} \mathcal{R}_{u} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{A}_{x, y}=\int d u \Delta_{\mathrm{Av}}(y-u) \mathbf{K}_{u s}\left(\mathcal{R}_{x, u}\right. \tag{16}
\end{equation*}
$$

and for the boundary term in Eq. (15),

$$
\begin{align*}
& \frac{1}{2}\left\{A_{\text {in }}(y), \mathcal{R}_{x}\right\}=A_{\text {in }}^{(-)}(y) \mathcal{R}_{x}+\mathcal{R}_{x} A_{\text {in }}{ }^{(+)}(y) \\
&+\frac{1}{2} \int d u \Delta_{1}(y-u) \mathbf{K}_{z x} \mathcal{R}_{x, u}
\end{align*}
$$

Equation (15) is obviously the generalization of the usual

$$
\begin{equation*}
R_{x}=A_{\text {in }}(x)+\int d u \Delta_{\mathrm{Ret}}(x-u) \mathbf{K}_{u} R_{u} \tag{15a}
\end{equation*}
$$

From (6) various identities between the generalized retarded products can be derived. Keeping in mind the retardedness described in (12) we are only interested in identities not involving step functions. They are obtained from (6) by repeated differentiation and use of (5), (8). We list those relations we shall need later:

$$
\begin{align*}
R_{x, y}-R_{y, x} & =i\left[R_{x}, R_{y}\right]  \tag{18}\\
R_{x y} & =\frac{1}{2}\left\{R_{x}, R_{y}\right\}  \tag{19}\\
R_{x y, z} & =\frac{1}{2}\left\{R_{z, x} R_{y}\right\}+\frac{1}{2}\left\{R_{z, y}, R_{x}\right\}+i\left[R_{x y}, R_{z}\right]  \tag{20}\\
R_{x y z} & =-\frac{1}{4} R_{z, x y}+\frac{1}{2}\left\{R_{x y}, R_{z}\right\} \\
& +\frac{i}{4}\left[R_{z, x}, R_{y}\right]+\frac{i}{4}\left[R_{z, y}, R_{x}\right] \tag{21}
\end{align*}
$$

A nonrecursive formula for a general $R_{x y z} \cdots$ can also be derived. Another set of identities is obtained from

$$
Q\{\bar{J}, J\} Q\{-\bar{J}, J\}=1
$$

upon differentiation, which gives an especially simple
expression for $R_{x y z} \ldots$ with an even number of first indices in terms of lower $R_{w v w} \cdots$.

The generalized retarded products with not more than $n$ first indices provide simple expressions for the scattering amplitudes for processes with $n+1$ outgoing and an arbitrary number of ingoing particles. Namely, from (6) and (14) we find

$$
\begin{aligned}
&(-i)^{n} \mathcal{T}^{+}+\mathcal{T}_{1 \ldots n}^{\prime} \\
&= \exp \left[\int d u A_{\text {in }}(u) \mathbf{K}_{u} \delta / \delta J(u)\right] \\
&\left.\cdot\left(\delta / \delta \bar{J}_{1}-\frac{i}{2}-\delta / \delta J_{1}\right) \cdots\left(\delta / \delta \bar{J}_{n}-\frac{i}{2} \delta / \delta J_{n}\right)\langle\Omega\rangle\right|_{\vec{J}=0 .}
\end{aligned}
$$

From this, the matrix element

$$
\left.\langle\text { one particle }| T\left(x_{1} \cdots x_{n}\right) \mid \text { ingoing particles }\right\rangle,
$$

and thus the desired scattering amplitude is immediately found.

We shall later draw conclusions from the structure of the perturbation theoretical expansion of $\mathbb{Q}\{\tilde{J}, J\}$, which we therefore derive here in an entirely formal manner, disregarding all questions of existence and renormalization terms. Let the field equation be

$$
\mathbf{K}_{x} A(x)=-H_{w}[A(x)]
$$

Then Schwinger's functional differential equation ${ }^{18}$ becomes

$$
\begin{equation*}
-i \mathbf{K}_{x} T_{x}=-H_{w}^{\prime}[-i \delta / \delta J(x)] \mathcal{T}+J(x) T \tag{22}
\end{equation*}
$$

From Eq. (22), the hermitean conjugate equation, and Eq. (6) we find

$$
\begin{align*}
\mathbf{K}_{x} \mathfrak{R}_{x}= & -\left(\frac{1}{2} H_{w}{ }^{\prime}\left[\delta / \delta \bar{J}(x)-\frac{i}{2} \delta / \delta J(x)\right]\right. \\
& \left.+\frac{1}{2} H_{w}^{\prime \prime}\left[\delta / \delta \bar{J}(x)+\frac{i}{2} \delta / \delta J(x)\right]\right)(R+J(x) \Re \tag{23}
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{K}_{y} \mathrm{R}_{x, y} & =\left\{-i H_{w}^{\prime}\left[\delta / \delta \bar{J}(y)-\frac{i}{2} \delta / \delta J(y)\right]\right. \\
& \left.+i H_{w}^{\prime}[\delta / \delta \bar{J}(y)+\underset{2}{i} \delta / \delta J(y)]\right\} \Re_{x}+\bar{J}(y) \cap_{x} . \tag{24}
\end{align*}
$$

The conversion into integral equations ${ }^{18 a}$ could be

[^7]done according to (15) and (16). The formal solution of (23), (24) can be found with the help of functional Fourier transforms, ${ }^{19}$ or by insertion of the well-known formal solution of (22),
\[

$$
\begin{aligned}
T^{\prime}=S^{+}: \exp [ & \left.\int d u A_{\text {in }}(u) \mathbf{K}_{u} \delta / \delta J(u)\right]: \\
& \cdot \exp \left(-i \int H_{w}[-i \delta / \delta J(x)] d x\right) \\
& \cdot \exp \left[-\frac{1}{2} \iint d y d y^{\prime} J(y) \Delta_{F}\left(y-y^{\prime}\right) J\left(y^{\prime}\right)\right]
\end{aligned}
$$
\]

into (6). The result is

$$
\begin{align*}
\mathscr{R}\{\bar{J}, J\}= & : \exp \left[\int d u A_{\text {in }}(u) \mathbf{K}_{u} \delta / \delta J(u)\right] \\
& \cdot \exp \left(-\int H_{w}^{\prime}[\delta / \delta \bar{J}(x)] \delta / \delta J(x) d x+\left(2^{2} \cdot 3!\right)^{-1}\right. \\
& \left.\times \int H_{w}^{\prime \prime \prime}[\delta / \delta \bar{J}(x)] \delta^{z} / \delta J(x)^{3} d x-+\cdots\right) \\
& \cdot \exp \left[\frac{1}{4} \iint d y d z \bar{J}(y) \Delta_{\mathbf{1}}(y-z) \bar{J}(z)\right. \\
& \left.+\iint d y d z \bar{J}(y) \Delta_{\mathbf{R e t}}(y-z) J(z)\right] \tag{25}
\end{align*}
$$

which can also directly be checked to be a solution of (23), (24). The structure implied by (25) will later be investigated. For the moment we only remark that expanding (25) gives rise to the "double graphs" described by Dyson. ${ }^{20,21}$

As remarked in the introduction, $R_{x}$ as found from (25) is also a formal solution of the basic equation (9)

[^8]as is not difficult to check. Moreover, the structure of the renormalized perturbation theoretical solution, which is the unique solution of (9) in the precise perturbation theoretical sense, is the same as that derivable from (25) if $H_{w}$ is properly chosen and self energies and vertex parts are summed up.

## 2. ONE-PARTICLE STRUCTURE

The one-particle singularities of Feynman amplitudes have recently been investigated by Zimmermann. ${ }^{22} \mathrm{He}$ found that on the basis of locality and the asymptotic condition alone, these singularities can be proved to be those one infers from a general Feynman graph.

We first derive a similar result for $r$ functions, closely following Zimmermann's method.

Define

$$
\begin{align*}
& R_{\mathrm{out}}\left(x ; \eta_{1} \cdots \eta_{r}\right) \\
& \quad \equiv R\left(x, x+\eta_{1} \cdots x+\eta_{r}\right) \\
& \quad-\int d x^{\prime} \Delta_{\mathbf{A v}}\left(x-x^{\prime}\right) \mathbf{K}_{x^{\prime}} R\left(x^{\prime}, x^{\prime}+\eta_{1} \cdots x^{\prime}+\eta_{r}\right) \tag{26}
\end{align*}
$$

According to Zimmermann, ${ }^{23}$ the Fourier transform of this operator is proportional to that of the operator $A_{\text {out }}(x)$. Because of the generating functional (8) of retarded commutators we have by partial integration,

$$
\begin{align*}
& R\left(x, x+\eta_{1} \cdots x+\eta_{r} z_{1} \cdots z_{s}\right) \\
& =\int d x^{\prime} \Delta_{\mathrm{Av}}\left(x-x^{\prime}\right) \mathbf{K}_{x^{\prime}} R\left(x^{\prime}, x^{\prime}+\eta_{1} \cdots z_{s}\right) \\
& +\frac{\delta^{s}}{\delta J\left(z_{1}\right) \cdots \delta J\left(z_{s}\right)} \\
& \quad \times\left.\left[T^{+}\{J\} R_{\text {out }}\left(x ; \eta_{1} \cdots \eta_{r}\right) T\{J\}\right]\right|_{J=0} \tag{27}
\end{align*}
$$

and

$$
R\left(x, x+\eta_{1} \cdots x+\eta_{r} z_{1} \cdots z_{s}\right)
$$

$$
\begin{equation*}
=\int d x^{\prime} \Delta_{\mathrm{Ret}}\left(x-x^{\prime}\right) \mathbf{K}_{x^{\prime}} R\left(x^{\prime}, x^{\prime}+\eta_{1} \cdots z_{s}\right) \tag{28}
\end{equation*}
$$

With the definition

$$
\begin{aligned}
\int d x e^{i p x} R_{\mathrm{out}}\left(x ; \eta_{1} \cdots \eta_{r}\right) & \\
& \equiv(2 \pi)^{i} \delta\left(p^{2}-m^{2}\right) R_{\mathrm{out}}\left(p ; \eta_{1} \cdots \eta_{r}\right)
\end{aligned}
$$

we obtain for the Fourier transforms of (27) and (28),

[^9]\[

$$
\begin{aligned}
& R\left(p ; \eta_{1} \cdots \eta_{r}, z_{1} \cdots z_{s}\right) \\
& =\left[(p-i \epsilon)^{2}-m^{2}\right]^{-1}\left[\left(p^{2}-m^{2}\right) R\left(p ; \eta_{1} \cdots \eta_{r}, z_{1} \cdots z_{s}\right)\right] \\
& \quad+(2 \pi)^{2} \delta\left(p^{2}-m^{2}\right) \frac{\delta^{s}}{\delta J\left(z_{1}\right) \cdots \delta J\left(z_{s}\right)} \\
& \quad \times\left.\left[\mathcal{T}^{+}\{J\} R_{\text {out }}\left(p ; \eta_{1} \cdots \eta_{r}\right) \tau\{J\}\right]\right|_{J=0} \\
& =\left[(p+i \epsilon)^{2}-m^{2}\right]^{-1}\left[\left(p^{2}-m^{2}\right) R\left(p ; \eta_{1} \cdots \eta_{r}, z_{1} \cdots z_{s}\right)\right] .
\end{aligned}
$$
\]

In the difference

$$
\begin{aligned}
& 2 \pi i \epsilon\left(p_{0}\right) \delta\left(p^{2}-m^{2}\right) \\
& \left.=(2 \pi)^{2} p^{2}-m^{2}\right) R\left(p^{2}-m^{2}\right) \frac{\left.\left.\delta^{s} ; \eta_{1} \cdots \eta_{r}, z_{1} \cdots z_{s}\right)\right]}{\delta J\left(z_{1}\right) \cdots \delta J\left(z_{s}\right)} \\
& \\
& \times\left.\left[\mathcal{T}^{+}(J\} R_{\text {out }}\left(p ; \eta_{1} \cdots \eta_{r}\right) \mathcal{T}\{J\}\right]\right|_{J=0},
\end{aligned}
$$

we insert, because of the above remark,

$$
\begin{aligned}
& \delta\left(p^{2}-m^{2}\right) R_{\text {out }}\left(p ; \eta_{1} \cdots \eta_{r}\right) \\
&=\delta\left(p^{2}-m^{2}\right) R_{\text {out }}(p) C\left(p ; \eta_{1} \cdots \eta_{r}\right)
\end{aligned}
$$

where $C\left(p ; \eta_{1} \cdots \eta_{r}\right)$ is a $c$ number, such that

$$
\begin{aligned}
& 2 \pi i \epsilon\left(p_{0}\right) \delta\left(p^{2}-m^{2}\right)\left[\left(p^{2}-m^{2}\right) R\left(p ; \eta_{1} \cdots \eta_{r}, z_{1} \cdots z_{s}\right)\right] \\
& =(2 \pi)^{3} \delta\left(p^{2}-m^{2}\right) \frac{\delta^{3}}{\delta J\left(z_{1}\right) \cdots \delta J\left(z_{s}\right)} \\
& \quad \times\left.\left[\mathcal{T}^{+}\{J\} R_{\text {out }}(p) T\{J\}\right]\right|_{J=0} C\left(p ; \eta_{1} \cdots \eta_{r}\right) .
\end{aligned}
$$

The omission of $\eta_{1} \cdots \eta_{r}$ permits, because of $C(p)=1$, to eliminate $R_{\text {out }}$. This gives

$$
\begin{aligned}
& \delta\left(p^{2}-m^{2}\right)\left[\left(p^{2}-m^{2}\right) R\left(p ; \eta_{1} \cdots \eta_{r}, z_{1} \cdots z_{s}\right)\right] \\
& \quad=\delta\left(p^{2}-m^{2}\right)\left[\left(p^{2}-m^{2}\right) R\left(p ; z_{1} \cdots z_{s}\right)\right] C\left(p ; \eta_{1} \cdots \eta_{r}\right) .
\end{aligned}
$$

In order to eliminate $C\left(p ; \eta_{1} \cdots \eta_{r}\right)$, we keep only $z_{1}=0$ and take the vacuum expectation value. Because of

$$
-\left(p^{2}-m^{2}\right)\langle R(p ; 0)\rangle=\int d x e^{i p x} \mathbf{K}_{x} \Delta_{R}^{\prime}(x) d x=1
$$

if $p^{2}=m^{2}$ we finally obtain ${ }^{24}$

$$
\begin{align*}
& \delta\left(p^{2}-m^{2}\right)\left[\left(p^{2}-m^{2}\right) R\left(p ; \eta_{1} \cdots \eta_{r}, z_{1} \cdots z_{s}\right)\right] \\
& =-\delta\left(p^{2}-m^{2}\right)\left[\left(p^{2}-m^{2}\right) R\left(p ; \eta_{1} \cdots \eta_{r}, 0\right)\right] \\
& \quad \times\left[\left(p^{2}-m^{2}\right) R\left(p ; z_{1} \cdots z_{3}\right)\right], \tag{29}
\end{align*}
$$

where also an integration over $\eta_{1} \cdots \eta_{r}$ should be performed.
For the following, we wish to generalize (29), returning to functionals. To this end it is convenient to derive from (25) a one-particle-structure ansatz which conforms with (29) for each possible singularity.

Consider the most general double graph ${ }^{20}$ in the

[^10]perturbation expansion of (25). Since the skeleton is the same as that of a Feynman graph, all interior and end lines will be self-energy corrected, and thus actually be the function,
$$
r(x, y)=\Delta_{\operatorname{Ret}^{\prime}}(x-y)=i \theta(x-y)\langle[A(x), A(y)]\rangle
$$
for retarded and
$$
\frac{1}{2} \Delta_{1}^{\prime}(x-y)=\frac{1}{2}\langle\{A(x), A(y)\}\rangle
$$
for contraction lines. These latter lines, however, will not appear explicitly in the following.
Next, note that the expansion of the functional $\left\langle R_{x}\right\rangle$ is
\[

$$
\begin{equation*}
\left\langle R_{x}\right\rangle=\int d z \Delta_{\text {Ret }}^{\prime}(x-z) J(z)+\left\langle R_{x}^{\prime}\right\rangle, \tag{30}
\end{equation*}
$$

\]

where $\left\langle R_{x}{ }^{\prime}\right\rangle$ contains the second and higher powers of $J$ and will, due to (15a) and the remarks just made, begin with a $\Delta_{\text {Ret }}$-function at $x$. We shall find it sometimes useful to display it by writing

$$
\left\langle R_{x}^{\prime}\right\rangle=\int d z \Delta_{\mathrm{Ret}^{\prime}}(x-z)\left\langle R_{\mathbf{z}}^{\prime}\right\rangle,
$$

where barring a coordinate means "amputation" by division in momentum space. ${ }^{25}$ Similarly, from (16) and the foregoing remarks, we infer the presence of $\Delta_{\mathrm{A}}{ }^{\prime}$ lines at the coordinates at which, according to (7), $J$ is attached. Altogether we have

$$
\begin{aligned}
&\left\langle R_{x}^{\prime}\right\rangle=\sum_{n=2}^{\infty} \frac{1}{n!} \int \cdots \int d z d u_{1} \cdots d u_{n} d v_{1} \cdots d v_{n} \Delta_{\text {Ret }}{ }^{\prime}(x-z) \\
& \times\left\langleR \left(\bar{z}, \bar{u}_{1} \cdots\right.\right. \\
&\left.\left.\bar{u}_{n}\right)\right\rangle \cdot \Delta_{\text {Ret }}{ }^{\prime}\left(u_{1}-v_{1}\right) \\
& \times J\left(v_{1}\right) \cdots \Delta_{\operatorname{Ret}^{\prime}}\left(u_{n}-v_{n}\right) J\left(v_{n}\right),
\end{aligned}
$$

and correspondingly,

$$
\begin{align*}
&\left\langle R_{\bar{x}, \mathrm{~F} \cdots \bar{n}^{\prime}}\right\rangle \\
&=\left\langle R\left(\bar{x}, \bar{y}_{1} \cdots \bar{y}_{m}\right)\right\rangle \\
&+\sum_{n=1}^{\infty} \frac{1}{n!} \int \cdots \int d v_{1} \cdots d v_{n}\left\langle R\left(\bar{x}, \bar{y}_{1} \cdots \bar{y}_{m} \bar{u}_{1} \cdots \bar{u}_{n}\right)\right\rangle \\
& \quad \times \Delta_{\text {Ret }}\left(u_{1}-v_{1}\right) J\left(v_{1}\right) \cdots \Delta_{\text {Ret }}{ }^{\prime}\left(u_{n}-v_{n}\right) J\left(v_{n}\right) . \tag{31}
\end{align*}
$$

We shall now use a graphical notation where the last functional is represented by a circle, a smaller circle on the periphery denoting the (amputated) first coordinate, and the function $\Delta_{\text {Ret }}{ }^{\prime}$ is represented by a barred double line.

From (25) one easily sees that a line that connects two otherwise separated graph parts must be a retarded or, more precisely, $\Delta_{\text {Ret }}{ }^{\prime}$ line, and that both those parts are again the most general double graphs with the re-

[^11]

Fig. 1. General one-particle structure of $\left\langle R_{x}{ }^{\prime}\right\rangle$, Eq. (33).
maining external lines and the new external line at the bridge. This fact, well known for Feynman graphs, is due to the exponential structure of (25). However, if all integrations should be over all space-time, the later graph part should be one-particle irreducible between the latest coordinate $x$ and the bridge to avoid double counting, but will in general have one-particle bridges to other graph parts. Thus the general structure we conjecture to be correct is the generalization of (31) shown in Fig. 1 which, as explained in the foregoing, stands for the functional equation,

$$
\begin{equation*}
\left.\left\langle R_{x}{ }^{\prime}\right\rangle=\left\langle R_{x}{ }^{i}\right\rangle+\sum_{n=1}^{\infty} \frac{1}{n!}\left\langle R_{x, \mathrm{~T} \cdots \bar{n}^{i}}\right\rangle\left\langle R_{1}\right\rangle\right\rangle \cdots\left\langle R_{n}{ }^{\prime}\right\rangle \tag{32}
\end{equation*}
$$

where integration over repeated coordinates is implied. The functional $\left\langle R_{x}{ }^{i}\right\rangle$, whose further indices indicate functional derivatives as usual, is supposed to be oneparticle irreducible between any two coordinates being displayed as well as those being set free by further functional differentiation. The precise meaning of this condition will soon become clear.

It is important to note that (32) does not imply a loss of generality, because it can be solved for $\left\langle R_{x^{i}}{ }^{i}\right\rangle$ by iteration of

$$
\begin{equation*}
\left\langle R_{x}^{i}\right\rangle=\left\langle R_{x}^{\prime}\right\rangle+\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n!}\left\langle R_{x, \overline{1} \cdots \bar{n}^{\prime}}\right\rangle\left\langle R_{1}^{i}\right\rangle \cdots\left\langle R_{n}^{i}\right\rangle, \tag{33}
\end{equation*}
$$

obtained from (32), or

$$
\left\langle R_{x}^{\prime}\{J\}\right\rangle=\left\langle R_{x}^{i}\{\hat{J}\}\right\rangle
$$

with

$$
\begin{align*}
\hat{J}(x)=J(x)+\left\langle R_{\bar{x}}^{\prime}\{J\}\right\rangle=\left\langle R_{\bar{x}}\{J\}\right\rangle & \\
& =J(x)+\left\langle R_{\bar{x}}\{\hat{J}\}\right\rangle \tag{34}
\end{align*}
$$

To any finite order $m$ of $J$, the sums and iterative solution of (33) break off. Thus, no convergence problems are here involved, ${ }^{26}$ and (33) defines the functional $\left\langle R_{x}{ }^{i}\right\rangle$ explicitly. The same breakoff takes place in (32). With (33) it is not difficult to show that $\left\langle R_{x}{ }^{i}\right\rangle$ is not oneparticle singular, in the sense of (29), with respect to any separation of its coordinates into two groups.

$$
\frac{A}{\square}=\frac{4}{f}=\frac{4}{8} \text { Fig. 2. Decomposition of }\left\langle R_{x, y}\right\rangle
$$

[^12]Equations (33) and (34) display that $\left\langle R_{x}{ }^{i}\right\rangle$ is again a real invariant retarded functional in the sense of (12). It is this convenient separation of retardedness (12) and completeness (18) that renders the retarded functions suitable for our analysis. As we shall see, in the twoparticle structure analysis (12) has also to be used at later steps of the argument.

We now use the abbreviation,

$$
\begin{align*}
\left\langle R_{x, u v \ldots}{ }^{i 8}\right\rangle \equiv & \left\langle R_{x, u v} \ldots^{i}\right\rangle \\
& +\sum_{n=1}^{\infty} \frac{1}{n!}\left\langle R_{x, \overline{1} \cdots \bar{n} u v \cdots} \ldots^{i}\right\rangle\left\langle R_{1}{ }^{\prime}\right\rangle \cdots\left\langle R_{n}{ }^{\prime}\right\rangle . \tag{35}
\end{align*}
$$

Therefore, the indices of $\left\langle R_{x}{ }^{i \delta}\right\rangle$ do not mean functional derivatives. Instead, we have

$$
\begin{align*}
\frac{\delta}{\delta J(y)}\left\langle R_{\left.x, u v \ldots^{i s}\right\rangle}\right. & =\left\langle R_{x, y u v \ldots} \ldots^{i s}\right\rangle+\left\langle R_{x, \overline{\mathrm{I}} u v \ldots}{ }^{i s}\right\rangle\left\langle R_{1, y}\right\rangle \\
& =\left\langle R_{x, \overline{\mathrm{I}} u v \ldots} \ldots^{i s}\right\rangle\left\langle R_{1, y}\right\rangle \tag{36}
\end{align*}
$$

where we use

$$
\begin{equation*}
\left\langle R_{x, y}\right\rangle=\Delta_{\operatorname{Ret}^{\prime}}{ }^{\prime}(x-y)+\left\langle R_{x, y^{\prime}}\right\rangle \tag{37}
\end{equation*}
$$

which follows from (30) and is depicted in Fig. 2, a

square denoting the amputated unprimed functional. Thus, we find from (32)

$$
\begin{equation*}
\left\langle R_{x}^{\prime}\right\rangle=\left\langle R_{x}{ }^{i s}\right\rangle \tag{38}
\end{equation*}
$$

and with (36)

$$
\begin{align*}
& \left\langle R_{x, u^{\prime}}\right\rangle=\left\langle R_{x, u^{i s}}\right\rangle+\left\langle R_{\left.x, \overline{1}^{i s}\right\rangle}\right\rangle\left\langle R_{1, u^{\prime}}\right\rangle=\left\langle R_{x, \overline{1}}{ }^{i s}\right\rangle\left\langle R_{1, u}\right\rangle,  \tag{39}\\
& \left\langle R_{x, u v}{ }^{\prime}\right\rangle=\left\langle R_{x, u v}\right\rangle=\left\langle R_{x, \overline{12}}{ }^{i s}\right\rangle\left\langle R_{1, u}\right\rangle\left\langle R_{2, v}\right\rangle \\
& +\left\langle R_{x, \mathrm{I}^{i s}}\right\rangle\left\langle\boldsymbol{R}_{1, u v}\right\rangle, \tag{40}
\end{align*}
$$

etc. The iteration of (39)

$$
\left\langle R_{x, u^{\prime}}^{\prime}\right\rangle=\left\langle R_{x, u^{i s}}\right\rangle+\sum_{n=1}^{\infty}\left\langle R_{x, \overline{1}}{ }^{i s}\right\rangle\left\langle R_{1,2^{i s}}\right\rangle \cdots\left\langle R_{n, u^{i s}}\right\rangle
$$

can be resummed to give

$$
\begin{equation*}
\left\langle R_{x, u^{\prime}}\right\rangle=\left\langle R_{\left.x, u^{i s}\right\rangle}\right\rangle+\left\langle R_{x, \overline{\mathrm{I}}}\right\rangle\left\langle R_{1, u^{i s}}\right\rangle=\left\langle R_{x, \overline{\mathrm{I}}}\right\rangle\left\langle R_{\left.1, u^{i g}\right\rangle}\right\rangle \tag{41}
\end{equation*}
$$

which proves (41) since the sum breaks off in any finite order of $J$. Multiplication of (40) by $\left\langle R_{y, \bar{x}}\right\rangle$ and use of (41), (37) give

$$
\begin{equation*}
\left\langle R_{x, u v}\right\rangle=\left\langle R_{x, y}\right\rangle\left\langle R_{y, \overline{12}}{ }^{i d}\right\rangle\left\langle R_{1, u}\right\rangle\left\langle R_{2, v}\right\rangle . \tag{42}
\end{equation*}
$$

Equations (39) and (41), and (40) and (42) are depicted in Figs. 3 and 4. Though these figures closely resemble those of ordinary graphs, they actually show "metagraphs," because by functional differentiation and use
of (36) an arbitrary number of additional external lines ${ }^{27}$ can be attached to them.

Let us insert (14) into (18). This gives

$$
\begin{align*}
& : \exp \left[\int d u A_{\text {in }}(u) \mathbf{K}_{u} \delta / \delta J(u)\right]:\left(\left\langle R_{x, y}\right\rangle-\left\langle R_{y, x}\right\rangle\right) \\
& = \\
& \quad: \exp \left[\int d u A_{\text {in }}(u) \mathbf{K}_{u} \delta / \delta J(u)\right]: \\
& \left.\quad \times \operatorname{K}_{u^{\prime}}, \frac{\delta}{\delta J^{\prime \prime}\left(u^{\prime \prime}\right)}\right]-\exp \left[\iint d u^{\prime} d u^{\prime \prime} \frac{\delta}{\delta J^{\prime}\left(u^{\prime}\right)} \mathbf{K}_{u^{\prime}} i \Delta^{+}\left(u^{\prime}-u^{\prime \prime}\right)\right. \\
& \left.\left.\quad \times \mathbf{K}_{u^{\prime}} i \Delta^{+}\left(u^{\prime \prime}-u^{\prime}\right) \mathbf{K}_{u^{\prime \prime}} \frac{\delta}{\delta J^{\prime \prime}\left(u^{\prime \prime}\right)}\right]\right\} u^{\prime \prime} \frac{\delta}{\delta J^{\prime}\left(u^{\prime}\right)} \\
& \quad \cdot i\left\langle R_{x}\left\{J+J^{\prime}\right\}\right\rangle\left\langle R_{y}\left\{J+J^{\prime \prime}\right\}\right\rangle \mid J^{\prime}=J^{\prime \prime}=0 . \tag{43}
\end{align*}
$$

What counts for the "structure" of the right-hand side is not which intermediate states did contribute in (18),


Fig. 4. Analysis of $\left\langle R_{x, u v}\right\rangle$, Eq. (40).
but how many contraction lines connect the two factor functionals, which are connected within themselves. It is one connecting line, then a $i \Delta$-line, which in general gives rise to several separate one-particle singularities (singularities on mass hyperboloids) in momentum space, their position depending on where the external particles, represented by $\int d u f_{\alpha} \mathbf{K}_{u} \delta / \delta J(u)$, are attached, rather than a one-particle intermediate state; this latter being the case only for the vacuum expectation value of (43) with $J=0$. In addition, there will be the singularities studied before of the factors in (43) of the retarded or advanced type, respectively, lying in momentum space on the same hyperboloids ${ }^{28}$ as the intermediate states singularities just described. Since both sides of (43) are equal, these singularities must altogether cancel leaving a remainder that is finite in the first place and must be shown to vanish in the next step; this means, is open for the many-particle structure analysis of later sections.

[^13]Clearly, in order to satisfy (43) it is sufficient to do so for the vacuum expectation value,

$$
\begin{equation*}
\left\langle R_{x, y}\right\rangle-\left\langle R_{y, x}\right\rangle=i\left\langle\left[R_{x,} R_{y,}\right]\right\rangle \tag{44}
\end{equation*}
$$

From (37) and (14) we find

$$
R_{x}=A_{\mathrm{in}}(x)+\int d x_{1} \Delta_{\mathrm{Ret}}^{\prime}\left(x-x_{1}\right) J\left(x_{1}\right)+R_{x}^{\prime}
$$

Upon use of (13), (44) takes the form ${ }^{29}$

$$
\begin{align*}
\left\langle R_{x, \bar{u}}\right\rangle & \Delta_{\mathrm{Ret}}{ }^{\prime \prime}(y-u)-\Delta_{\mathrm{Ret}}{ }^{\prime \prime}(x-u)\left\langle R_{y, \bar{u}}\right\rangle \\
& -\Delta^{\prime \prime}(x-y)=i\left\langle\left[R_{x}^{\prime}, R_{y}^{\prime}\right]\right\rangle, \tag{45}
\end{align*}
$$

where the abbreviations

$$
\Delta_{\mathrm{Ret}}^{\prime \prime} \equiv \Delta_{\mathrm{av}}^{\prime}-\Delta, \quad \Delta^{\prime \prime} \equiv \Delta^{\prime}-\Delta
$$

have been used. With (39) we rewrite (45) as follows:

$$
\begin{align*}
& \left\langle R_{\left.x, \bar{u}^{i s}\right\rangle} \Delta_{\mathrm{Ret}}{ }^{\prime \prime}(y-u)+\left\langle R_{x, 1}{ }^{i s}\right\rangle\left\langle R_{1, \bar{u}^{\prime}}\right\rangle \Delta_{\mathrm{Ret}}{ }^{\prime \prime}(y-u)\right. \\
& -\Delta_{\mathrm{Ret}}{ }^{\prime \prime}(x-u)\left\langle R_{\left.y, \bar{u}^{i s}\right\rangle-\Delta_{\mathrm{Ret}}{ }^{\prime \prime}(x-u)\left\langle R_{2, \bar{u}^{\prime}}\right\rangle\left\langle R_{\left.y, \overline{2}^{i s}\right\rangle}\right\rangle}^{-\Delta^{\prime \prime}(x-y)=i\left\langle\left[R_{x}{ }^{\prime}, R_{y}{ }^{\prime}\right]\right\rangle=i\left\langle\left[R_{x}{ }^{\prime}, R_{y}{ }^{\prime}\right]^{i}\right\rangle}\right. \\
& +i\left\langle R_{x, 1}{ }^{i s}\right\rangle\left\langle\left[R_{1}{ }^{\prime}, R_{y}{ }^{\prime}\right]\right\rangle+i\left\langle\left[R_{x}{ }^{\prime}, R_{1}{ }^{\prime}\right]\right\rangle\left\langle R_{\left.y, \overline{1}^{i s}\right\rangle}-i\left\langle R_{x, 1}{ }^{i s}\right\rangle\left\langle\left[R_{1}{ }^{\prime}, R_{2}{ }^{\prime}\right]\right\rangle\left\langle R_{\left.y, \overline{2}^{i s}\right\rangle}\right.\right. \\
& \quad-\left\langle R_{\left.x, \bar{u}^{i s}\right\rangle}\right\rangle \Delta(u-v)\left\langle R_{y, i^{i s}}\right\rangle .
\end{align*}
$$

Here the second equality sign defines $i\left\langle\left[R_{x}{ }^{\prime}, R_{y}{ }^{\prime}\right]^{i}\right\rangle$. The terms subtracted out denote in order: all one-particle singularities from $\left\langle R_{x}\right\rangle$, all one-particle singularities from $\left\langle R_{y}\right\rangle$, correction for twice-subtracted terms, oneparticle intermediate state singularity not yet taken into account.

Note that all subtractions, except the last one, also contain contributions that are not singular, because $\Delta_{\text {Ret }}$ ', that makes up bridges, has also a nonsingular part whose treatment is a matter of convention. In addition, often at the place where $\Delta_{\mathbf{R e t}}{ }^{\prime}$ is singular, the subtracted term vanishes because of momentum conservation.

The definition of one-particle singularities (or reducibilities) used here, which is suggested by perturbation theory, turns out to be the most convenient one, as we shall repeatedly see.

We now replace on the right-hand side of (46) everywhere $i\left\langle\left[R_{1}{ }^{\prime}, R_{y}{ }^{\prime}\right]\right\rangle$ etc., by their values given by (45). Thereupon, with (39), all one-particle reducibilities. drop out, and (46) reduces to

$$
\begin{align*}
\left\langle R_{\left.x, \bar{u}^{i s}\right\rangle}\right\rangle \Delta_{\operatorname{Ret}}(y-u)-\Delta_{\operatorname{Ret}}{ }^{\prime}(x-u)\left\langle R_{\left.y, \bar{u}^{i s}\right\rangle}\right\rangle \\
-\Delta^{\prime \prime}(x-y)=i\left\langle\left[R_{x}^{\prime}, R_{y}^{\prime}\right]^{i}\right\rangle . \tag{47}
\end{align*}
$$

It is convenient to amputate the $\Delta_{\text {Ret }}{ }^{\prime}$-functions at $x$ and $y$ to obtain the simple equation ${ }^{30}$

$$
\begin{equation*}
\left\langle R_{\left.\bar{x}, \bar{y}^{i s}\right\rangle}\right\rangle-\left\langle R_{\bar{y}, \bar{x}^{i s}}\right\rangle-\Delta^{\prime \prime}(\bar{x}-\bar{y})=i\left\langle\left[R_{\bar{x}}^{\prime}, R_{\bar{y}}\right]^{\prime}\right\rangle, \tag{48}
\end{equation*}
$$

[^14]whose zero-order part in $J$
\[

$$
\begin{equation*}
-\Delta^{\prime \prime}(\bar{x}-\bar{y})=\left.i\left\langle\left[R_{\bar{x}}^{\prime}, R_{\bar{y}}^{\prime}\right]^{i}\right\rangle\right|_{J=0} \tag{49}
\end{equation*}
$$

\]

will be studied in Sec. 5 .
Equation (48) shows that the absorptive part of $\left\langle R_{i, i}{ }^{i s}\right\rangle$ has no one-particle intermediate-state contribution. It also has, as a consequence of (48) and the retardedness condition (12), no retarded or advanced one-particle singularity. Unfortunately, we can prove this here only by going back to the full functional $\left\langle R_{x}\right\rangle$. Equation (48), together with (12) and (30), (38) etc., yields a local field for which the proof given at the beginning of this section is applicable. Thus, the oneparticle singularities of $\left\langle R_{x}\right\rangle$ are known, and since they have been subtracted out as described after (46), (48) does not contain them any more. Presumably, a more direct proof on the basis of (48), (12) is possible.

Equation (48) can be given a different form by expanding the right-hand side as in (43), using (39), (40) etc., to express everything in terms of $\left\langle R^{i s}\right\rangle$. With the abbreviation,

$$
\begin{align*}
i \Delta^{+s}(x-y) \equiv & \sum_{m, n=0}^{\infty}\left\langle R_{x, \overline{1}^{i s}}\right\rangle\left\langle R_{\left.1, \overline{2}^{i s}\right\rangle}\right\rangle \\
& \times\left\langle R_{m-1, \bar{m}^{i s}}\right\rangle i \Delta^{+}\left(x_{m}-y_{n}\right) \\
& \cdot\left\langle R_{(n-1)^{\prime}, \bar{n}^{i s}}{ }^{i s}\right\rangle \cdots\left\langle R_{\mathrm{Y}}, 2^{\prime}{ }^{i s}\right\rangle\left\langle R_{\left.\nu, \overline{\mathrm{I}}^{i s}\right\rangle}\right\rangle, \tag{50}
\end{align*}
$$

we obtain ${ }^{31}$

$$
\begin{aligned}
& \left\langle\left[R_{i}^{\prime}, R_{i j}{ }^{\prime}\right]^{i}\right\rangle \\
& =\sum_{n=2}^{\infty} \frac{1}{n!}\left\langle R_{\left.\bar{x}, \mathrm{I} \ldots \ldots n^{i s}\right\rangle}\right\rangle \Delta^{+s}\left(1,1^{\prime}\right) \cdots i \Delta^{+s}\left(n, n^{\prime}\right)
\end{aligned}
$$

$$
\begin{align*}
& \times\left\langle R_{\left.2,54 \ldots n^{i s}\right\rangle}\right\rangle \Delta^{+s}\left(1,1^{\prime}\right) i \Delta^{+s}\left(3,3^{\prime}\right) \\
& \cdot i \Delta^{+s}\left(4,4^{\prime}\right) \cdots i \Delta^{+s}\left(n, n^{\prime}\right)\left\langle R_{\bar{j}, \mathrm{~T}^{\prime} 3^{\prime} \cdots \bar{n}^{i s}}\right\rangle+\cdots, \tag{51}
\end{align*}
$$

where further formal tools could be introduced. We only remark that if (51) is used in (48), it is readily seen from the exponential structure of (35) that all $s$ signs in (48), (50), and (51) can simultaneously be dropped, ${ }^{32}$ as one would have expected.

The question of whether in (48) the functional

[^15]$\left\langle R_{x, u^{i s}}\right\rangle$ can be singled out by multiplication of both sides with $\theta(x-y)$ will be discussed in Sec. 5.

We have seen that (44) can be formulated entirely in terms of one-particle irreducible functionals, the oneparticle singularities cancelling. We plan to eliminate in the next step the two-particle singularities in (48) and to express it in terms of two-particle irreducible functionals. We found it too difficult to perform this next step in the same generality as the first one, because the various possibilities of two-particle cuts in a general graph are complicated to disentangle. We shall be more modest and will first present for purposes of illustration the method to be used in the next section here, in application to the much simpler one-particle case.

Let us restrict our attention to the one-particle reducibilities of the functional $\left\langle R_{x, y z} \ldots\right\rangle$ between $x$ and the whole group $y z \cdots$. The ansat $z$,

$$
\begin{equation*}
\left\langle R_{x, y z} \ldots .^{\prime}\right\rangle=\left\langle R_{x, 1}\right\rangle\left\langle\bar{R}_{1, y z} \ldots \ldots^{i}\right\rangle \tag{52}
\end{equation*}
$$

defines a functional $\left\langle\bar{R}_{1, y z} \ldots{ }^{i}\right\rangle$ because with (39) and (37) it can be solved to give

$$
\left\langle\bar{R}_{x, y z} \ldots^{i}\right\rangle=\left\langle R_{x, y z} \ldots .^{\prime}\right\rangle-\left\langle R_{x, \overline{1}^{i s}}\right\rangle\left\langle R_{1, y z} \ldots{ }^{\prime}\right\rangle
$$

The indices of $\left\langle\bar{R}_{x, y z} \ldots{ }^{i}\right\rangle$ do not denote functional derivatives.

We rewrite (52) as

$$
\begin{equation*}
R_{x}^{\prime}=r(x, 1) \bar{R}_{\tilde{I}^{i}}^{i} \tag{53}
\end{equation*}
$$

which is to express that if $R_{x}{ }^{\prime}$ is inserted into a commutator or anticommutator and, if as in (43) contraction differentiations are to be carried out, $r(x, 1)$, though being numerically equal to $\left\langle R_{x, 1}\right\rangle$, must not be differentiated, but (52) should be used instead. With (37), (39) we can rewrite (53) as

$$
\begin{equation*}
R_{x}^{\prime}=\bar{R}_{x}^{i}+r_{i}(x, \overline{1}) R_{1}^{\prime} \tag{54}
\end{equation*}
$$

where $r_{i}(x, \overline{1})$ numerically equals $\left\langle R_{x, 1} i^{i d}\right\rangle$ but must, as before $r(x, 1)$, not be differentiated for contractions. It is convenient to rewrite (54) as

$$
\begin{equation*}
R_{x}^{\prime}=\tilde{R}_{x}^{i}+r_{i}(x, \overline{1}) R_{1} \tag{55}
\end{equation*}
$$

where

$$
\tilde{R}_{x}=\left\{\begin{array}{l}
0 \text { if once differentiated }  \tag{56}\\
\bar{R}_{x}^{i} \text { if at least twice differentiated }
\end{array}\right.
$$

for purposes of contraction. We depict (53) and (54) in Fig. 5. The broken lines indicate where contraction differentiations should be applied. Other differentiations


Fig. 5. Alternative analysis of $\left\langle R_{x}\right\rangle$, Eqs. (53) and (54).
can be carried out either like contraction differentiations or as general differentiations of all functionals. ${ }^{33}$

We now insert (53) and (54) into (44) in the following way: in all terms we shall exhibit the one-particle reducibility between $x$ and $y$ nearest to $x$, if there is any. With (37), the equation after (44), and (13) this gives ${ }^{29}$

$$
\begin{align*}
& r_{i}(x, \bar{u})\left\langle R_{u, v}\right\rangle+\Delta_{\mathrm{Ret}^{\prime}}(x-y) \\
&+\left\langle\tilde{R}_{z, y^{i}}\right\rangle-\left\langle\bar{R}_{\bar{u}, x^{i}}\right) r(y, u)-\Delta_{\mathrm{Ret}^{\prime}}(y-x) \\
&=-\Delta(x-u)\left\langle R_{y, \bar{u}}\right\rangle+r_{i}(x, \bar{u}) i\left\langle\left[R_{u}, R_{y}\right]\right\rangle \\
&-\left\langle\tilde{R}_{x, \bar{u}^{u}}\right\rangle \Delta(u-y)+i\left\langle\left[\tilde{R}_{x}, \bar{R}_{\bar{u}}{ }^{i}\right]\right) r(y, u) . \tag{57}
\end{align*}
$$

In analogy to (45) we write

$$
\begin{equation*}
i\left[\left[\widetilde{R}_{\tilde{x}^{i}}, R_{u_{u}}{ }^{i}\right]\right\rangle=r_{i}(\bar{x}, \bar{u})-r_{i}(\bar{u}, \bar{x})-\Delta^{\prime \prime}(\bar{x}-\bar{u})-\psi(\bar{x}, \bar{u}), \tag{58}
\end{equation*}
$$

which defines the functional $\psi(\bar{x}, \bar{u})$. Upon use of (58), (44), (56), and (53) in (57) we obtain

$$
\begin{equation*}
\Delta_{\mathrm{Ret}^{\prime}}{ }^{\prime}(x-u) \psi(\bar{u}, \vec{v}) r(y, v)=0 \tag{59}
\end{equation*}
$$

wherefrom $\psi(\bar{u}, \bar{v})=0$ follows. ${ }^{34}$ Thus (58) becomes, because of (56), identical with (48).

A third method, and actually the simplest one, is to insert (53) into (45). However, this method is not practical in the two-particle case.
Insertion of (53) and (55) into (19) etc., allows to exhibit, for instance, in the manner explained before (57), the one-particle reducibilities. However, we shall not need the formulas obtained, which in all cases can also be written down by inspection.
The Eqs. (44) or (47) also give one-particle singularities from the $\Delta_{\text {ret }}$-parts of the end lines leading to $x$ or $y$, according to (15), (16). Equating the residua on both sides of those equations gives the unitarity condition. This technique is analogous to Zimmermann's for deriving the asymptotic condition. ${ }^{23}$ Of course, here the interchangebility of integrations has been assumed, by reference to Zimmermann's work. ${ }^{10}$
As a useful result of this section we shall keep in mind that one-particle singularities always cancel when (44) or (45) are used and can be dropped at an arbitrary stage of the calculation.

## 3. TWO-PARTICLE STRUCTURE

## Type of Singularities

Retarded functions have singularities as a consequence of two-particle cuts in double graphs. These singularities are analogous to those Feynman amplitudes have as a consequence of two-particle cuts in Feynman graphs and appear at the threshold of a real two-particle energy, which is $2 m$ in our case. The character of these singularities is derivable from unitarity and the relevant two-particle phase space factor.

[^16]In a double graph there are, as (25) shows, several types of two-particle cuts. One may cut two $\Delta_{\text {Ret }}$-lines, one $\Delta_{\text {Ret }}$ and one $\Delta_{A r^{-}}$line, and one $\Delta_{\text {Ret }}$ and one $\Delta_{1} / 2$-line. Let us discuss the integrals,

$$
\begin{aligned}
& H_{R, A, 1}(x \cdots, y \cdots) \\
& \quad=\iint d z d z^{\prime} d u d u^{\prime} F\left(x \cdots, z z^{\prime}\right) \\
& \quad \times \Delta_{\operatorname{Ret}}(z-u) \Delta_{\mathrm{Ret}, \mathrm{Av}, 1}\left(z^{\prime}-u^{\prime}\right) G\left(y \cdots, u u^{\prime}\right)
\end{aligned}
$$

For the singularity under consideration, the functions $F$ and $G$ merely act as short-range form factors, which provide a cutoff for the otherwise divergent integrals obtained by replacing $F$ and $G$ by point functions. If $p$ is the momentum conjugate to $x-y$, and thus the momentum transported by the two cut lines, with $z=p^{2}$ $-4 m^{2}$ one finds for the Fourier transforms of $H_{R}$ and $H_{1}$ a singularity of the type const $(-z)^{\frac{1}{4}}$, where for $z>0$ the branch is to be chosen according to the sign of $p_{0}$, and no singularity for $H_{A}$. Nevertheless, this last type of cut has to be taken into account since otherwise the elimination of the two-particle intermediate states in the absorptive parts of the "irreducible" functions would not be possible. In (44) the singularities just considered of the left-hand side will be equalled on the right-hand side if it is written as in (43) by similar two-particle singularities in the two factors of the retarded and advanced type, respectively, and by terms with a twoparticle intermediate state where the pairs of lines $i \Delta^{+} \cdot i \Delta^{+}$and $\left(-i \Delta^{-}\right) \cdot\left(-i \Delta^{-}\right)$give the singularities const $\theta(z) \theta\left(p_{0}\right)(z)^{\frac{1}{2}}$ and $\operatorname{const} \theta(z) \theta\left(-p_{0}\right)(z)^{\frac{1}{2}}$, respectively.

## Choice of Equations

If we follow the method explained in the last section, we have to choose an ansatz that is the analog of (53) and (55), or Fig. 5. The enumeration of possible twoparticle cuts just given, as well as inspection of (25) to determine the factors ${ }^{35}$ leads to

$$
\begin{equation*}
R_{x, y z u}=\frac{1}{2} r(x, y 12) R_{\bar{\Gamma} \overline{2}, z u^{i}}+r(x 1, y 2) R_{\bar{\Sigma}, \mathrm{T} z u^{i}} \tag{60}
\end{equation*}
$$

as the analog of (53), where numerically

$$
r(x, y 12)=\left\langle R_{x, y 12}\right\rangle, \quad r(x 1, y 2)=\left\langle R_{x 1, y 2}\right\rangle
$$

In this section barring of coordinates is to indicate the absence of the full one-particle reducible parts (cf., Fig. 4), and not of $\Delta_{\text {Ret }}{ }^{\prime}$ or $\Delta_{\text {Av }}{ }^{\prime}$ alone. ${ }^{36}$ Equation (60) is

[^17]depicted in Fig. 6, where a simple line stands for the function $\Delta_{1} / 2$ and the stroke indicates where contraction differentiations (besides $z$ and $u$ ) are to be applied. The graph with the $\Delta_{1} / 2$-line is absorbed in the first term on the right-hand side of (60) because $r(x 1, y 2)$ according to (19) also contains
$$
\frac{1}{2}\left\langle\left\{R_{x}, A_{\text {in }}(1)\right\}_{y^{2}}\right\rangle=\frac{1}{2}\left\langle\left\{R_{x, y^{2},}, A_{\text {in }}(1)\right\}\right\rangle,
$$
which can be evaluated with (17) to give just the required term. The functionals $R_{\overline{1} \overline{2}, z u}{ }^{i}$ and $R_{\overline{2}, \overline{1} z} u^{i}$ are twoirreducible between 1,2 and $z, u$ in an intuitive sense to be made precise later.

Since two $R^{i}$ functionals appear in (60), it has to be supplemented by the ansatz

$$
\begin{equation*}
R_{x y, z u}^{\prime}=\frac{1}{2} r(x y, 12) R_{\overline{1} \overline{2}, z u^{i}}+r(x y 1,2) R_{\bar{z}, \overline{1} z u^{i}} \tag{61}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\langle R_{x y, z u}{ }^{\prime}\right\rangle=\left\langle R_{x y, z u}\right\rangle-\left\langle R_{x, z}\right\rangle\left\langle R_{y, u}\right\rangle-\left\langle R_{x, u}\right\rangle\left\langle R_{y, z}\right\rangle \tag{62}
\end{equation*}
$$

in analogy to (37). The use of this definition of the primed functional is convenient here because it allows $R_{\overline{1}, z, u}{ }^{i}$ to be connected.

In order to obtain complete analogy to the system (53), (55) we have to introduce two more equations of the type (53), namely
$R_{x z, y u^{\prime}}=\frac{1}{2} r(x, y 12) R_{\overline{1} \overline{2} z, u^{i}}+r(x 1, y 2) R_{\overline{\overline{2}} z, \overline{\mathrm{I}} u^{i}}$,

$$
\begin{equation*}
\left(z_{0}<u_{0}\right) \tag{63}
\end{equation*}
$$

and
$R_{x y z, u^{\prime}}=\underset{2}{1} r(x y, 12) R_{\overline{1} \overline{2} z, u^{i}}+r(x y 1,2) R_{\bar{\Sigma} z, \overline{1} u^{i}}{ }^{i}$,

$$
\begin{equation*}
\left(z_{0}<u_{0}\right) \tag{64}
\end{equation*}
$$

where the time restriction is necessary since otherwise an additional term with two advanced lines would have been needed, and the prime of $R_{x y z, u^{\prime}}$ denotes the connected part similar to (62).

The vacuum expectation values of (60), (61), (63), and (64) together can be written in the symbolic form

$$
\begin{equation*}
{ }^{\prime} F^{\prime}=\left(1^{\prime}+F^{\prime}\right) F_{i}^{\prime} \tag{65}
\end{equation*}
$$

Here ' $F^{\prime}$ is the two-by-two matrix with the elements

$$
\begin{align*}
& { }^{\prime} F_{11}^{\prime}=\frac{1}{2} r^{\prime}(x y, z u), \quad{ }^{\prime} F_{12}^{\prime}=\frac{1}{\sqrt{2}} r^{\prime}(x y u, z), \\
& { }^{\prime} F_{21}^{\prime}=\frac{1}{\sqrt{2}} r(x, y z u), \quad{ }^{\prime} F_{22}=r^{\prime}(x u, y z), \tag{66}
\end{align*}
$$

where $r^{\prime}(x y, z u)$ is defined as in (62) and similarly $r^{\prime}(x y u, z)$ and $r^{\prime}(x u, y z) .{ }^{\prime} F^{\prime}{ }_{i}$ is the same matrix with the irreducible functionals, and absence of a prime means
removal of one-particle reducibilities. $1^{\prime}={ }^{\prime} 1$ is the unamputated "unit matrix" with the elements

$$
\begin{aligned}
{ }^{\prime} 1_{11} & =\frac{1}{2} r(x, z) r(y, u)+\frac{1}{2} r(x, u) r(y, z), \\
'_{12} & =\frac{1}{\sqrt{2}} r(x, z) r(y u)+\frac{1}{\sqrt{2}} r(x u) r(y, z), \\
{ }^{\prime} 1_{21} & =0 \\
'_{22} & =r(x, z) r(u, y)
\end{aligned}
$$

and matrix multiplication implies integration over the interior coordinates.

We now write down, according to the symbolic equation

$$
\begin{equation*}
' F^{\prime}=' F_{i}\left(1^{\prime}+F^{\prime}\right) \tag{67}
\end{equation*}
$$

the four equations analogous to (55), namely ${ }^{36,37}$

$$
R_{x z, y u}^{\prime}=\widetilde{R}_{x z, y u}{ }^{i}+\frac{1}{2} r_{i}(x, y \overline{12}) R_{12 z, u}
$$

and

$$
\begin{equation*}
+r_{i}(x \overline{1}, y \overline{2}) R_{2 z, 1 u}, \quad\left(z_{0}<u_{0}\right) \tag{70}
\end{equation*}
$$

$$
\begin{align*}
& R_{x y z, u}^{\prime}=\tilde{R}_{x y z, u^{i}}+\stackrel{1}{2} r_{i}(x y, \overline{1} \overline{2}) R_{12 z, u} \\
&  \tag{71}\\
& \quad+r_{i}(x y \overline{1}, \overline{2}) R_{2 z, 1 u}, \quad\left(z_{0}<u_{0}\right)
\end{align*}
$$

where, in analogy to (56), ${ }^{38}$

$$
\begin{equation*}
\left\langle\widetilde{R}_{x, y z u}\right\rangle=\left\langle R_{x, y z u}{ }^{i}\right\rangle-\frac{1}{2} r_{i}(x, y \overline{1} \overline{2})\left(\left\langle R_{1}\right\rangle\left\langle R_{2}\right\rangle\right)_{z u} \tag{72}
\end{equation*}
$$

Fig. 6. Two-particle structure of $\left\langle R_{x, y z u}\right\rangle$, Eq. (60).

[^18]\[

$$
\begin{align*}
& R_{x, y z u}=\tilde{R}_{x, y z u}{ }^{i}+\frac{1}{2} r_{i}(x, y \overline{12}) R_{12, z u} \\
& +r_{i}(x \overline{1}, y \overline{2}) R_{2,1 z u},  \tag{68}\\
& R_{x y, z u}{ }^{\prime}=\widetilde{R}_{x y, z u}{ }^{i}+\frac{1}{2} r_{i}(x y, \overline{12}) R_{12, z u} \\
& +r_{i}(x y \overline{1}, \overline{2}) R_{2,1 z u}, \tag{69}
\end{align*}
$$
\]

and similarly for the other $\widetilde{R}^{i}$. Equation (68) is depicted in Fig. 7.

## Discussion of Equations (65), (67)

The vacuum expectation values of (60), (61) can be taken as determining equations for $r_{i}(\overline{12}, z u)$ and $r_{i}(\overline{2}, \overline{1} z u)$, and (63), (64) for $r_{i}(\overline{1} 2 z, u),\left(z_{0}<u_{0}\right)$, and $r_{i}(\overline{2} z, \overline{1} u),\left(z_{0}<u_{0}\right)$. On the other hand, (68), (70) could be chosen for $r_{i}(x, y \overline{1} \overline{2})$ and $r_{i}(x \overline{1}, y \overline{2}),\left(1_{0}<2_{0}\right)$, and (69), (71) for $r_{i}(x y, \overline{1})$ and $r_{i}(x y \overline{1}, \overline{2}),\left(1_{0}<2_{0}\right)$. Since the iterative solutions of those pairs of equations do not break off, contrary to the situation in the last section, a more general discussion is here required.

For (65) to have a solution $F_{i}{ }^{\prime}$, there must not be a left eigenvector of $\left(1^{\prime}+{ }^{\prime} F^{\prime}\right)$ to the eigenvalue zero. The solution is unique if there is also no such right eigenvector. For (67) right and left are interchanged. From

$$
\begin{equation*}
\left(1^{\prime}+F^{\prime}\right)\left(1-F_{i}^{\prime}\right)=\left(1-F_{i}\right)\left(1^{\prime}+{ }^{\prime} F^{\prime}\right)=1^{\prime} \tag{73}
\end{equation*}
$$

it easily follows that if both Eqs. (65) and (67) should have solutions, both $F_{i}$ are unique and equal. This is the only situation we are interested in. Since from (73) we derive ${ }^{39}$

$$
\begin{equation*}
\frac{\delta}{\delta J} F_{i}^{\prime}=\left(1-F_{i}^{\prime}\right) \cdot \frac{\delta}{\delta J} F^{\prime} \cdot\left(1-F_{i}^{\prime}\right), \tag{74}
\end{equation*}
$$

it suffices to consider (73) in lowest (zero) order of $J$, all higher orders of $F_{i}^{\prime}$ being obtainable with the help of (74) from lower orders. In zero order of $J$ (73) reduces to a relativistically invariant integral relation between four-point functions. Because of translational invariance, we take the Fourier transforms of (73) with respect to the distance between the later coordinate of the later pair $x, y$ and the later coordinate of the earlier pair $z, u$, in a fixed coordinate system. Since this distance has nonnegative time component, the Fourier transforms $\tilde{F}\left(K, \Delta, \Delta^{\prime}\right)$ and $\tilde{F}_{i}\left(K, \Delta, \Delta^{\prime}\right)$, where $\Delta$ and $\Delta^{\prime}$ are the relative coordinates of the later and the earlier pair, are analytic in the upper $K_{0}$ half plane. $\widetilde{F}\left(K, \Delta, \Delta^{\prime}\right)$ will not be one-particle singular at some discrete real $K$ since we assume that all these reducibilities in the equations have been removed. ${ }^{40}$

We now have to assume that (73), in zero order of $J$, possesses a solution of the form

$$
\begin{align*}
& \tilde{F}_{i}\left(K, \Delta, \Delta^{\prime}\right)=\tilde{F}\left(K, \Delta, \Delta^{\prime}\right) \\
&+\int \tilde{F}\left(K, \Delta, \Delta^{\prime \prime}\right) \tilde{R}\left(K, \Delta^{\prime \prime}, \Delta^{\prime}\right) d \Delta^{\prime \prime} \tag{7.5}
\end{align*}
$$

where the resolvent $\widetilde{R}\left(K, \Delta, \Delta^{\prime}\right)$ is analytic in the upper $K_{0}$ half plane up to discrete singularities, at which we

[^19]

Fig. 7. Alternative analysis of $\left(R_{x, y z u}\right\rangle$, Eq. (68).
choose in (75) the retarded boundary condition. ${ }^{41}$ We hope that a more intensive study of (73), using properties of retarded four-point functions, will lead to such, or an equivalent, result and expect the analyticity property of $F\left(K, \Delta, \Delta^{\prime}\right)$ in the $K_{0}$ half plane to be important in this connection.

The $r_{i}(x, y \bar{z} \bar{u})$ etc., being determined, the higher contraction derivatives $R_{x, y \bar{z} \bar{u} v}{ }^{i}$ etc., can be found from (74), and with (73) easily shown to solve (60); (61), (63), and (64).

## Result of Substitution in (44)

Equations (68) and (60) are now inserted into (44) in the same manner as (55) and (53) were. The calculation is given in the appendix, and we state the result.

Define, in analogy to (58), three functionals $X^{i}(\bar{x} \overline{1} \overline{2}, \bar{y})$, $Y^{i}(\bar{x} \overline{1}, \overline{2} \bar{y})$, and $Z^{i}(\bar{x}, \overline{2} \bar{y})$ by the equations

$$
\begin{aligned}
& X^{i}(\bar{x} \overline{12}, \bar{y})=r_{i}(\overline{12}, \bar{x} \bar{y})-r_{i}(\overline{1} \bar{x}, \overline{2} \bar{y})-r_{i}(\overline{2} \bar{x}, \overline{1} \bar{y}) \\
& +\frac{1}{2}\left\langle\left\{\widetilde{R}_{\overline{1}, \overline{\bar{y}_{\bar{y}}},}, R_{\bar{x}}\right\}^{i}\right\rangle+\frac{1}{2}\left\langle\left\{\widetilde{R}_{\overline{1}_{1} \overline{2}^{i}}, \widetilde{R}_{\bar{x}, \bar{y}}{ }^{i}\right\}\right\rangle
\end{aligned}
$$

$$
\begin{align*}
& -i\left\langle\left[\widetilde{R}_{\overline{1} \overline{2}}{ }^{i}, \widetilde{R}_{\bar{x}, \bar{y}^{i}}\right]^{i}\right\rangle-i\left\langle\left[\tilde{R}_{\overline{1} \overline{2}, y^{i}}, R_{\hat{x}}\right]^{i}\right\rangle \\
& -i\left\langle\left[\left(R_{\overline{1}} R_{\overline{2}}\right), \widetilde{R}_{\bar{x}, \hat{y}}{ }^{i}\right]^{i}\right\rangle-i\left\langle\left[\left(R_{\overline{1}} R_{\overline{2}}\right)_{\bar{y}}, R_{\bar{i}}\right]^{i}\right\rangle,  \tag{76}\\
& Y^{i}(\overline{1} \bar{x}, \overline{2} \bar{y})=r_{i}(\overline{1}, \bar{x} \overline{2} \bar{y})-r_{i}(\bar{x}, \overline{12} \bar{y}) \\
& -i\left\langle\left[R_{\mathrm{T}, \bar{y}}, R_{\bar{x}, \overline{2}}\right]^{i}\right\rangle-i\left\langle\left[R_{\overline{1}}, \tilde{R}_{\bar{x}, \bar{y}_{\overline{2}}}\right]^{i}\right\rangle \\
& -i\left\langle\left[\widetilde{R}_{\overline{1}, \overline{2}_{i}^{i}}{ }^{i} R_{\bar{x}}\right]^{i}\right\rangle-i\left\langle\left[\widetilde{R}_{\overline{1}, \overline{2}^{i}}, \widetilde{R}_{\bar{x}, \tilde{u}^{i}}\right]^{i}\right\rangle,  \tag{77}\\
& Z^{i}(\overline{1} \bar{x}, \overline{2} \bar{y})=r_{i}(\overline{1} \tilde{x}, \overline{2} \bar{y})-\frac{1}{2}\left\langle\left\{R_{\mathrm{I}, \bar{y}}, R_{\bar{x}, \overline{2}}\right\}^{i}\right\rangle \\
& -\frac{1}{2}\left\langle\left\{R_{\overline{1}}, \widetilde{R}_{\bar{x}, \bar{y} \overline{2}}\right\}^{i}\right\rangle-\frac{1}{2}\left\langle\left\{\widetilde{R}_{\overline{1}, \overline{\overline{2}} \bar{y}^{i}}, R_{\dot{x}}\right\}^{i}\right\rangle \\
& -\frac{1}{2}\left\langle\left\{\tilde{R}_{\overline{1}, \overline{2}^{i}}, \tilde{R}_{x, y^{i}}\right\}^{i}\right\rangle, \tag{78}
\end{align*}
$$

[^20]which correspond to the equations ${ }^{42}$
\[

$$
\begin{align*}
i\left[R_{12}, R_{x}\right]_{y}=R_{12, x y}- & R_{1 x, 2 y}-R_{2 x, 1 \nu} \\
& +\frac{1}{2}\left\{R_{1,2}, R_{x}\right\}_{y}+\frac{1}{2}\left\{R_{2,1}, R_{x}\right\}_{y} \tag{79}
\end{align*}
$$
\]

(18), and (19), respectively. These functionals satisfy the linear homogeneous equation

$$
\begin{align*}
\frac{1}{2} X^{i}(\bar{x} \overline{12}, \bar{y}) r(z, u 12)+ & \frac{1}{2} Y^{i}(\overline{1} \bar{x}, \overline{2} \bar{y})\left\langle\left\{R_{z, 1}, R_{2}\right\}_{u}\right\rangle \\
& +i Z^{i}(\overline{1} \bar{x}, \overline{2} \bar{y})\left\langle\left[R_{z, 1}, R_{2}\right]_{u}\right\rangle=0, \tag{80}
\end{align*}
$$

which is the analog of (59).
The meaning of the brackets $\left\}^{i}\right.$ and []$^{i}$, denoting the two-particle irreducible part of the anticommutator or commutator, will be explained later.

Another linear homogeneous relation between $X^{i}, Y^{i}$, and $Z^{i}$ is obtained from (20), written as

$$
R_{z u, x y}=\frac{1}{2}\left\{R_{x, u}, R_{z}\right\}_{y}+\frac{1}{2}\left\{R_{x, z}, R_{u}\right\}_{y}-i\left[R_{x}, R_{z u}\right]_{y}
$$

by using (61) and (68). The method of the appendix gives

$$
\begin{align*}
& { }_{2}^{\frac{1}{2} X^{i}(\bar{x} \overline{1} \overline{2}, \bar{y}) r(z u, 12)} \\
& \quad-\frac{i}{4} Y^{i}(\overline{1} \bar{x}, \overline{2} \bar{y})\left\{\left\langle\left[R_{2, u}, R_{z, 1}\right]\right\rangle+\left\langle\left[R_{2, z}, R_{u, 1}\right]\right\rangle\right\} \\
& \quad-\frac{1}{4} Z^{i}(\overline{1} \bar{x}, \overline{2} \bar{y})\left[\left\langle\left\{R_{2, u}, R_{z, 1}\right\}\right\rangle+\left\langle\left\{R_{2, z}, R_{u, 1}\right\}\right\rangle\right. \\
& \left.\quad-2 i\left\langle\left[R_{2}, R_{z u, 1}\right]\right\rangle\right]=0,
\end{align*}
$$

which is the analog of an equation for one-particle reducibilities we did not give.

A relation between $Y^{i}$ and $Z^{i}$ alone is obtained from

$$
R_{x z, y u}=\frac{1}{2}\left\{R_{x}, R_{z}\right\}_{y u},
$$

derived from (19), upon use of (70), (68), and (60). It is

$$
\begin{align*}
& { }_{4}^{i}-Y^{i}(\bar{x} \overline{1}, \overline{2} \bar{y})\left\langle\left[R_{z, 1}, R_{2, u}\right]\right\rangle \\
& \quad+\frac{1}{2} Z^{i}(\overline{1} \bar{x}, \overline{2} \bar{y})\left\langle\left\{R_{z, 1}, R_{2, u}\right\}\right\rangle=0, \quad\left(z_{0}<u_{0}\right) . \tag{82}
\end{align*}
$$

The time restriction implies $1_{0}<2_{0}$.
If in the last example the restriction $z_{0}<u_{0}$ is dropped, it is necessary to add in (70) the fourth term

[^21]$\frac{1}{2} r_{i}(\overline{12}, y) R_{s, u 12}$. Thereupon one obtains instead of (82), the equation
\[

$$
\begin{align*}
{ }_{4}^{i} Y^{i}(\overline{1} \bar{x}, \overline{2} \bar{y})[-i r(z, u 12) & \left.+\left\langle\left[R_{z, 1}, R_{2}\right]_{u}\right\rangle\right] \\
& +\frac{1}{2} Z^{i}(\overline{1} \bar{x}, \overline{2} \bar{y})\left\langle\left\{R_{z, 1}, R_{2}\right\}_{u}\right\rangle \\
& +\frac{1}{2} U^{i}(\bar{x} \overline{1} \overline{2}, \bar{y}) r(z, u 12)=0
\end{align*}
$$
\]

where
$U^{i}(\bar{x} \overline{1} \bar{y} \bar{y})=r_{i}(\bar{x} \overline{12}, \bar{y})+\underset{4}{1} r_{i}(\bar{x}, \overline{12} \bar{y})-\frac{1}{2}\left\langle\left\{\widetilde{R}_{\bar{i}, \bar{v}^{i}}, \widetilde{R}_{\bar{I}}{ }^{i}\right\}\right\rangle$

$$
\begin{aligned}
& -\frac{1}{2}\left\langle\left\{R_{\bar{z},} \widetilde{R}_{12, j}\right\}^{i}\right\rangle-\frac{i}{4}\left\langle\left[\widetilde{R}_{\left.\left.\bar{x}, \dot{1} \overline{1}^{i}, R_{\bar{z}}\right]^{i}\right\rangle}\right\rangle\right. \\
& -\stackrel{i}{4}\left\langle\left[R_{\bar{x}, \mathrm{I}}, R_{\bar{\Sigma}, \bar{z}}\right]^{i}\right\rangle-\underset{4}{i}\left\langle\left[\widetilde{R}_{\bar{x}, \overline{\bar{z}}}{ }^{i}, R_{\mathrm{I}}\right]^{i}\right\rangle
\end{aligned}
$$

$$
\begin{align*}
& -\frac{1}{2}\left\langle\left\{R_{\bar{z}},\left(R_{\overline{1}} R_{\bar{z}}\right)_{y}\right\}\right\rangle \tag{84}
\end{align*}
$$

in analogy to (21).
There exist many more linear homogeneous relations between quantities like those considered. For example, from (61) we derive by ordinary differentiation

$$
\begin{align*}
& R_{z u, x y}=\hat{R}_{z u, x y}+\frac{1}{2} r_{i}(\overline{12}, x y) R_{z u, 12} \\
&  \tag{85}\\
& +r_{i}(\overline{1}, x y \overline{2}) R_{z u 2,1},
\end{align*}
$$

where $\hat{R}_{z u, x y}{ }^{i}$ is similar to, but not identical with, $\bar{R}_{z u, x y^{i}}$ because of a different irreducibility condition.
On defining

$$
\begin{align*}
& \widetilde{X}_{(\overline{1} \bar{i}, \bar{y})}{ }^{i}=r_{i}(\overline{1}, \overline{2} \bar{x} \bar{y})-r_{i}(\overline{2}, \overline{1} \bar{x} \bar{y})-i\left\langle\left[R_{\bar{T}, \dot{v}}, R_{\overline{2}, \bar{z}}\right]^{i}\right\rangle \\
& -i\left\langle\left[R_{\mathrm{I}, z_{i},}, R_{\bar{z}}\right]^{i}\right\rangle-i\left\langle\left[R_{\mathrm{r}, \bar{i},} R_{\bar{z}, \dot{z}}\right]^{i}\right\rangle \\
& -i\left\langle\left[R_{\mathrm{T}}, \hat{R}_{2, z i}{ }^{i}\right]^{i}\right\rangle \tag{86}
\end{align*}
$$

and

$$
\begin{align*}
& \widetilde{Z}^{i}(\overline{12}, \bar{x} \bar{y})=r_{i}(\overline{12}, \bar{x} \bar{y})-\frac{1}{2}\left\langle\left\{R_{\overline{1}, \bar{x}}, R_{\bar{z}, \bar{y}}\right\} i\right\rangle \\
& -\frac{1}{2}\left\langle\left\{\hat{R}_{\mathrm{r}, \overline{\bar{v}}}{ }^{i}, R_{\bar{z}}\right\}^{i}\right\rangle-\frac{1}{2}\left\langle\left\{R_{\mathrm{r}, \bar{i},}, R_{\overline{\bar{z}}, \bar{z}}\right\}^{i}\right\rangle \\
& -\frac{1}{2}\left\langle\left\{R_{\mathrm{I}}, \hat{R}_{\overline{\bar{z}}, \bar{z} \bar{y}}\right\}^{i}\right\rangle \tag{87}
\end{align*}
$$

we obtain from

$$
R_{z u, x y}=\frac{1}{2}\left\{R_{z}, R_{u}\right\}_{z y}
$$

the equation

$$
\begin{align*}
& { }^{\frac{i}{4}} \widetilde{Y}^{i}(\overline{12}, \bar{x} \bar{y})\left\langle\left[R_{z, 1}, R_{u, 2}\right]\right\rangle \\
& \\
& \quad-\frac{1}{2} \widetilde{Z}^{i}(\overline{12}, \bar{x} \bar{y})\left\langle\left\{R_{z, 1}, R_{u, 2}\right\}\right\rangle=0 .
\end{align*}
$$

## Discussion of Results

In all the definitions (76), (77), (78), (84), (86), (87), the right-hand side would vanish if the irreducibility sign were absent. Thus, these equations are the twoparticle analogs of (48) and similar equations easily obtainable in the one-particle case, provided we can show that the left hand sides $X^{i}$ etc., vanish and that the "irreducible" brackets actually have that meaning.

We did not succeed in strictly excluding the possibility of a nontrivial solution of the linear homogeneous equations (80), (81), (82), (83), (86), which are analogous to (59) but cannot be solved in the same way. ${ }^{43}$ However, one can derive still more equations restricting the quantities $X^{i}$ etc. For instance, it was found that a method analogous to the first one of the foregoing section, resulting in (47), leads to an equation between $Y^{i}$ and $Z^{i}$, containing linear and bilinear terms. In this case, however, the calculation is considerably more cumbersome than that one of the appendix.

The explanation of this fact that, in whatever way one proceeds, the trivial solution $X^{i}=Y^{i}=Z^{i}=\cdots=0$ remains, has been mentioned in the introduction, namely that the renormalized perturbation theoretical solution (and, in a still more formal sense, ${ }^{44}$ even the unrenormalized one) is a formal solution of the system (9) or (12), (18), and it was the structure of that solution which we took as a guide in setting up the BetheSalpeter equations of this section. Our findings not only show that the "trivial" solution is a consistent one, but strongly suggest that it is the only possible solution of the nonlinear system as far as the two-particle singularities are concerned, or at least the only solution of physical interest. We hope that further analysis will decide this question. In any case, if the system (80) etc., admits only the trivial solution in lowest order of $J$, this is so in all orders, as is seen by taking functional derivatives.


Frg. 8. Two-particle reducibilities of $\left\langle\left\{\widetilde{R}_{\overline{1}, \overline{2}_{y}}{ }^{i}, R_{\bar{x}}\right\}_{c}\right\rangle$, Eq. (A.2).

[^22]


Fig. 9. Two particle reducibilities of $\left\langle\left\{R_{x, u}, R_{y, z}\right\}_{c}\right\rangle$, Eq. (A.3).

## Irreducible Brackets

The meaning of the symbol $i$ at all commutators and anticommutators in (76), (77), (78), (84), (86), and (87) is strictly defined by integral equations of the type (A.2), (A.3), (A.5), (A.6) etc., of the appendix A, and is discussed at the end of that appendix. The result is that it corresponds to picking out of the ordinary brackets the two-particle irreducible parts as described in the following.

Note that all those brackets have the property called $g$, that they do not allow a cut that separates $x, y$ and 1,2 from each other and cuts only either two lines (in the sense of the Bethe-Salpeter equations of this section) in one of the two factors, or one line in one factor and a free-particle (contraction) line. This is trivial for brackets like $\left.\left\langle\left[R_{1, i}, R_{i, \Sigma}\right]\right\rangle\right\rangle$ and follows from (72) and the definition of the irreducible factors for brackets like
$\left\langle\left\{\widetilde{R}_{\overline{1}, \bar{z}}{ }^{i}, R_{\bar{z}}\right\}\right\rangle,\left\langle\left\{\widetilde{R}_{\overline{1}, \overline{2}^{i}}, \widetilde{R}_{\bar{x}, \dot{y}}{ }^{i}\right\}\right\rangle$, and $\left\langle\left[\left(R_{\overline{1}} R_{\bar{z}}\right), \widetilde{R}_{\vec{x}, y^{i}}\right]\right\rangle$.
Thus, two-particle cuts can only be of the type illustrated by the examples of Figs. 8 and 9. These graphs describe the vacuum expectation value of brackets evaluated as on the right-hand side of (43). Broken lines stand for contraction functions. The other symbols have the usual meaning, and the one-particle structure investigated in the last section, cf., Fig. 3, has been used. "Irreducible" means that, in order to avoid doublecounting, on the upper left from the cut no further twoparticle cut should be possible. The two-particle cuts in the graphs are composed of two one-particle cuts of known properties, and thus completely defined.

As shown at the end of appendix $A$, the explicit form of e.g., $\left\langle\left[R_{\bar{x}, \mathrm{I}}, R_{\overline{5}, \boldsymbol{v}}\right]^{i}\right\rangle$ is obtained by stretching out the functionals $\left\langle R_{x, 1}\right\rangle$ and $\left\langle R_{2, y}\right\rangle$ into a chain of any length of alternatively irreducible and reducible functionals, and connecting the irreducible links of one chain with all irreducible links of the other chain by functional differential operators

$$
\begin{aligned}
& \sum \equiv \exp \left[\iint d u^{\prime} d u^{\prime \prime} \frac{\delta}{\delta J^{\prime}\left(\mu^{\prime}\right)}\right. \\
& \\
& \left.\quad \times \mathbf{K}_{u^{\prime}} i \Delta^{+}\left(u^{\prime}-u^{\prime \prime}\right) \mathbf{K}_{u^{\prime \prime}} \frac{\delta}{\delta J^{\prime \prime}\left(u^{\prime \prime}\right)}\right]
\end{aligned}
$$

such that the whole graph becomes two-particle irreducible, the one-particle-reducible end lines being cut off. An example is given in Fig. 10. All such constructions are to be summed $\mu \mathrm{p}$, and the conjugate complex


Fig. 10. Contribution to
$\left\langle\left[R_{\bar{x}, \overline{1}}, R_{\overline{2}, \bar{y}}\right]^{i}\right\rangle$.
quantity subtracted, or added for the anticommutator. The other brackets can be similarly described.

It is important to note that this expansion breaks off for any finite momentum transferred between the two chains, since on each irreducible link must end at least one free-particle line, and all lines have the same frequency sign. Already this shows that this expansion has no relation to perturbation theory but is an expansion in the number of overcrossing groups of contraction lines, which might be called a structure expansion. It directly shows the absence of two-particle singularities (or reducibilities) in the irreducible brackets.

In the appendix it is also pointed out that the sum of all brackets on the right hand side of (77) vanishes if the distance between $x$ and 1 is spacelike, or if at least one of the two coordinates $y, 2$ is not timelike advanced to at least one of the coordinates $x, 1$, provided we assume that the solutions of (A.2), (A.3) and similar equations that strictly define the irreducible brackets are unique. The sums of brackets in (76), (78) etc., have similar properties, in concordance with (12).

## Decomposition of Other Functionals

On the basis of the considerations which led us finally to (75) we can easily obtain relations for functionals with less than four coordinates. Let us define two functionals $R_{x, \bar{z} \bar{u}}{ }^{i}$ and $R_{x \bar{z}, \bar{u}^{i}}$ by the equations

$$
\begin{equation*}
R_{x, \overline{\bar{u}} \bar{u}}=R_{x, \overline{\bar{z}} \bar{u}^{i}}+\frac{1}{2} r(x, 12) R_{\overline{1} \bar{z}, \overline{\bar{u}}}{ }^{i}+r^{\prime}(x 1,2) R_{\overline{\bar{z}}, \overline{\mathrm{I}} \overline{\bar{u}}}{ }^{i} \tag{89}
\end{equation*}
$$

and

$$
\begin{align*}
& R_{x \bar{z}, \bar{u}}=R_{x \overline{\bar{z}}, \bar{u}^{i}}+\underset{2}{1}-r(x, 12) R_{\overline{1} \bar{z} \bar{z}, \bar{u}}^{i} \\
& +r^{\prime}(x 1,2) R_{\overline{\bar{z}}, \overline{1} \bar{u}}{ }^{i}, \quad\left(z_{0}<u_{0}\right), \tag{90}
\end{align*}
$$

where the notation has the usual meaning. The vacuum expectation values can be written in the symbolic form

$$
\begin{equation*}
G=G_{i}+G^{\prime} F_{i}, \tag{91}
\end{equation*}
$$

where $G^{\prime}=\left\{(1 / \sqrt{2}) r(x, z u), r^{\prime}(x z, u)\right\}$ and $F_{i}$ has the same meaning as in (65) and thereafter. With (73) we obtain from (91) by right multiplication by $1^{\prime}+^{\prime} F^{\prime}, 45$

$$
\begin{equation*}
G^{\prime}=G_{i}{ }^{\prime}+G_{i}{ }^{\prime} F^{\prime} . \tag{92}
\end{equation*}
$$

[^23]This can further be manipulated similarly as mentioned a few lines after (75) to give the two equations

$$
\begin{equation*}
R_{x, z u}=\widetilde{R}_{x, z u}^{i}+\frac{1}{2} r_{i}(x, \overline{12}) R_{12, z u}+r_{i}(x \overline{1} \overline{2}) R_{2,1 z u} \tag{93}
\end{equation*}
$$

and

$$
\begin{array}{r}
R_{x z, u}^{\prime}=\widetilde{R}_{x z, u}{ }^{i}+{ }_{2}^{1} r_{i}(x, \overline{12}) R_{12 z, u}+r_{i}(x \overline{1}, \overline{2}) R_{2 z, 1 u} \\
\left(z_{0}<u_{0}\right) \tag{94}
\end{array}
$$

with a similar property of the $\widetilde{R}^{i}$ functionals as in (72).
From (89), (90), (93), and (94), equations similar to (77) and (78) can be derived. The result is that in both equations the coordinate 2 is to be omitted, and the replacement $1 \rightarrow x, x \rightarrow z, y \rightarrow u$ to be made. There is no essential change in the definition of the irreducible brackets.

Finally, we define a functional $R_{x, y}{ }^{i}$ by

$$
\begin{align*}
R_{x, y} & =R_{x, y^{i}}+{ }_{2}^{1} r_{i}(x, \overline{1} \overline{2}) R_{12, y^{\prime}}+r_{i}(x \overline{1}, \overline{2}) R_{2,1 u} \\
& =R_{x, y^{i}}+{ }_{2}^{1} r(x, 12) R_{\overline{1} \bar{\Sigma}, y^{i}}+r^{\prime}(x 1,2) R_{\overline{2}, \overline{1} y^{\prime}}, \tag{95}
\end{align*}
$$

(to be used at least once differentiated), where $R_{12, y}{ }^{i}$ is defined by an equation similar to (89). With use of the foregoing results for the other irreducible functionals, $r_{i}(x, y)$ can be shown, by the usual method, to satisfy an equation that arises from (77) by the replacement $1 \rightarrow y, 2$ and $y$ omitted, the left-hand side being linear in the "remainders," corresponding to $Y, Z, \tilde{Y}, \tilde{Z}$ in (77), (78), (86), and (87), of the functionals with three coordinates.

## 4. MANY-PARTICLE STRUCTURE

The analysis of the two-particle singularities is in principle extendible, in a straightforward way, to higher singularities. The general type of an $n$ particle singularity is, with $z=p^{2}-(n m)^{2},(-z)^{(3 n-5) / 2}$ if $n$ is even, and $(-z)^{(3 n-5) / 2} \ln (-z)$ if $n$ is odd, for the case of $m \geqslant 1$ retarded and $n-m \Delta_{1} / 2$ lines on the cut. The terms with as well retarded as advanced lines are not singular, but must be separated out also. The factor in an ansatz similar to (60) of a term with $m$ retarded or $\Delta_{1} / 2$ lines and $n-m$ advanced lines is $[m!(n-m)!]^{-1} R_{\overline{1} \ldots \bar{m}, \bar{m}+\overline{1} \ldots \bar{n}_{2} u \ldots . .}{ }^{i}$. Since, however, the calculations are expected to be, until a simpler calculus is found, considerably more lengthy than in the two-


Fig. 11. Analysis of $\left\langle R_{x_{1}}\right.$ zu $\rangle$, Eqs. (95) and (90).
particle case, but not to present any other difficulty, we take it for granted that the result will be analogous to those of the last two sections.

Rather, we would like to show what such results, together with those of the foregoing sections, do imply. Let us insert (42) and a similar equation for $r(x 1,2)$ into (89). This leads to the equation described, together with (93), by Fig. 11, where we draw all lines equal, a summation over all distributions of lines and earliest vertices compatible with the external ones being understood, and only functionals that are one-particle irreducible with respect to the exhibited coordinates (but not yet necessarily with respect to pairs of coordinates) are meant by circles and ovals. The symbol $i_{2}$ and the broken line indicate the two-particle irreducibility condition for the fourpoint and threepoint functionals. Separating out the one-particle irreducible part in the first four pointfunctional leads, as one can show, to Fig. 12, which upon neglect of the last term and setting $J$ equal to zero describes a well-known nonlinear integral equation for the threepoint function, the irreducible function, and the twopoint function being considered known. For the irreducible functional, integral equations of the type shown in Fig. 13 will hold.

One easily sees that one can reproduce the perturbation theoretical structure in any detail with, however, a few important differences:
A. One never arrives at a bare vertex. All vertices are still retarded functionals (or, with $J=0$, functions) with certain irreducibility conditions in the sense explained in the last two sections. Formally, in quantum electrodynamics, a vertex that is two-particle irreducible with respect to any external line is necessarily a threeleg point, such that Fig. 13 reduces to a triviality. However, this is not really so because of the need of subtractions in defining the real part from the imaginary part whose decomposition decides the irreducibility test. In the next section we shall give arguments why we do not expect a subtraction to be needed in the present scheme, in contrast to perturbation theory. Instead, in this scheme arbitrarily highly irreducible vertices will exist when it is formulated for quantum electrodynamics. Thus, the freedom gained in the present more general formulation leads at first to the loss of an understanding of the absence of an intrinsic anomalous magnetic moment of the electron. We hope, however, that future study of the consistency of these systems of equations will clear up this point. (See also note added in proof.)


Fig. 12. Further analysis of $\left\langle R_{x_{x} u u}\right\rangle$.


Fig. 13. Analysis of $\left\langle R_{x, z} u^{i}\right\rangle$.
B. One can understand the structure revealed by our analysis as originating from partial summations in double (as in Feynman) graphs containing bare vertices with an arbitrary number of legs. ${ }^{44}$ One easily convinces oneself that if one tries to cast the essence of the structure of such graphs into drawings without drawing a potentially infinite number of lines as they were needed in depicting Schwinger's functional differential equation (22), one necessarily arrives at the drawings of generalized Bethe-Salpeter structures shown here, which differ from drawings of Schwinger's equations ${ }^{46}$ by the replacement of bare vertices by higher irreducible ones.

Thus, the present scheme leads, upon iteration of the procedure of picking out reducible parts as in the examples of Figs. 12 and 13, to a "structure expansion" with a definite similarity to a perturbation theoretical expansion; the bare vertices, however, are replaced by "causal form factors" related to, but more general than the self energies and vertex parts of the renormalized expansion. Causality is preserved since these "form factors" are again $r$ functionals, merely with an irreducibility condition. ${ }^{47}$ This condition has, in a broad sense, the effect of rendering these form factors the less extended in space-time the higher the irreducibility, because of the absence of the low masses in the spectral decomposition of the absorptive parts; that is, of the functions obtained by omitting certain step functions. This effect is seen at the well-known spatial decrease of the vacuum expectation values of ordinary field operator products, which is exponential with a range derived from the lowest masses in the intermediate states, ${ }^{48}$ and at the then more rapid oscillation in timelike directions. Thus, as far as low-energy phenomena are concerned, the highly irreducible vertices act similarly as point vertices with, however, a high-energy cutoff, as was already made use of at the beginning of Sec. 3. We shall come back to this important point in the next section.

[^24]Conversely, perturbation theory can be looked at as a degenerate structure expansion. This view would explain its moderate success in certain applications even to strong interactions as, for instance, in pion-nucleon physics, ${ }^{49}$ however, more recently described as "polological." The difficulty one would encounter in quantum electrodynamics has already been mentioned, however, one could also think of pecularities of this very special type of interaction.

Finally, we would like to repeat that in spite of their irreducibility, vertices in the generalized graphs may have any number of external coordinates. Especially, by taking functional derivatives, an arbitrary number of lines external with respect to the whole functional that is analyzed will be set free. ${ }^{27}$ Of course, setting $J=0$ gives ordinary graphs, whereupon, for instance, the squares in Fig. 12 reduce to $\Delta_{\text {Ret }}{ }^{\prime}$-functions.

## 5. STRENGTH OF SINGULARITIES

In the last two sections there appear various integrals that at first sight seem to diverge. Actually, all integrals would do so for $J=0$ in renormalizable perturbation theory, starting at (60). In order to grant these expressions a meaning, an investigation of the behavior of the functions at high momenta is necessary.

## One-Particle Propagator ${ }^{50}$

First note that $\Delta_{\text {Ret }}{ }^{\prime}$ is restricted only by (49), which serves as its definition, and not by (95) because of (37). In all formulas except (49) $\Delta_{\text {Ret }^{\prime}}$ is considered known. Let us rewrite that formula more explicitly as

$$
\begin{aligned}
& -\Delta_{\mathrm{Av}}^{\prime}(x-y)+\Delta_{\mathrm{Ret}}^{\prime}(x-y)+\Delta(x-y) \\
& \quad=\iint d x^{\prime} d y^{\prime} \Delta_{\operatorname{Ret}}^{\prime}\left(x-x^{\prime}\right) \Pi\left(\bar{x}^{\prime}-\bar{y}^{\prime}\right) \Delta_{\mathrm{Ret}}{ }^{\prime}\left(y-y^{\prime}\right),
\end{aligned}
$$

where $\Pi\left(\bar{x}^{\prime}-\bar{y}^{\prime}\right)$ is a real odd function. By Fourier transformation we obtain

$$
\begin{align*}
&-\tilde{\Delta}_{\mathrm{Av}}{ }^{\prime}(p)+\tilde{\Delta}_{\mathrm{Ret}}{ }^{\prime}(p)-2 \pi i \epsilon\left(p_{0}\right) \delta\left(p^{2}-m^{2}\right) \\
&=2 \pi i \tilde{\Delta}_{\mathrm{Ret}^{\prime}}(p) \tilde{\Pi}\left(p^{2}\right) \tilde{\Delta}_{\mathrm{Av}}{ }^{\prime}(p) \epsilon\left(p_{0}\right) \tag{96}
\end{align*}
$$

where $\tilde{\Pi}\left(p^{2}\right)^{51}$ is real, vanishes for $p^{2}<4 m^{2}$ up to Dirac delta functions, and is nonnegative for $p^{2} \geq 4 m^{2}$.

Actually, in the axiomatic scheme, the primary quantity is not $\tilde{\Pi}\left(p^{2}\right)$, but

$$
\begin{equation*}
\tilde{\Pi}\left(p^{2}\right)\left|\tilde{\Delta}_{\text {Ret }}{ }^{\prime}(p)\right|^{2} \equiv \rho\left(p^{2}\right), \tag{97}
\end{equation*}
$$

though it might be the other way round in a scheme to solve the whole system (48). Thus, the actual definition of $\tilde{\Pi}\left(p^{2}\right)$ will depend on $\tilde{\Delta}_{\text {Ret }}^{\prime}(p)$. According to Hall and

[^25]Wightman, ${ }^{52} \tilde{\Delta}_{\mathrm{Ret}^{\prime}}(p)=\tilde{\Delta}_{\mathrm{Av}}{ }^{\prime}(-p)$ is a function of $p^{2}$ and the boundary value of a single function $f(z)$, which is analytic in the cut $z=p^{2}$ plane apart from a pole at $z=m^{2}$, on the upper or lower side of the cut, respectively, if $p_{0} \gtrless 0$. Equation (96) can be rewritten

$$
f(x+i 0)-f(x-i 0)=2 \pi i \delta\left(x-m^{2}\right)+2 \pi i \theta\left(x-4 m^{2}\right) \rho(x)
$$

The function $f(z)$ can be defined by

$$
\begin{equation*}
f(z)=\frac{1}{m^{2}-z}+\int_{4 m^{2}}^{\infty} d t \frac{\rho(t)}{t-z} \tag{99}
\end{equation*}
$$

in the usual way, if this integral exists. Then $f(z)$ has positive imaginary part in the upper $z$ half plane, vanishes in infinity in every direction not parallel to the positive real axis, and vanishes at most at one real point $x_{0}$ between $m^{2}$ and $4 m^{2}$, and at a possibly infinite number of real discrete points $x_{\nu}>4 m^{2}, \nu=1 \cdots$. At these zeros the real part of $f(x)$ will have positive slope and the function $\tilde{\Pi}(x)$ will be defined only up to a delta function with positive coefficient. ${ }^{53}$

If the integral in (99) does not exist, subtractions ${ }^{54}$ will be necessary in order to arrive at a definition of $f(z)$. These are, for our purpose, most conveniently carried out by defining

$$
\begin{equation*}
f(z)=g(z) \prod_{l=1}^{L} \frac{z-x_{l}}{m^{2}-x_{l}} \equiv g(z) Q(z) \tag{100}
\end{equation*}
$$

where the $x_{l}$ are real and between 0 and $m^{2}$. By using (100) in (98) we obtain as a possible definition of $f(z)$,

$$
\begin{equation*}
f(z)=Q(z)\left[\frac{1}{m^{2}-z}+\int_{4 m^{2}}^{\infty} d t \frac{\rho(t)}{Q(t)(t-z)}\right] \tag{101}
\end{equation*}
$$

where the bracket $g(z)$ has the same properties as (99). Because of the above choice of the zeros of $Q(z)$, the amputation defined in Sec. 2 and often used later remains a well-defined operation, since at all those zeros the retarded (or advanced) boundary condition, whose observation was always implied, gives a unique definition. (See, however, note added in proof.)

The exceptional case is (49) or (96) itself, if not $\rho\left(p^{2}\right)$ but $\tilde{\Pi}\left(p^{2}\right)$ is considered the primary quantity. We shall show in the appendix that if we do not permit nonCDD zeros, we have the representation
$f(z)=\left(m^{2}-z\right)^{-1}\left[B+\int_{4 m^{2}}^{\infty} d t \frac{\tilde{\Pi}(t)}{(t-z)\left(t-m^{2}\right)}\right.$

$$
\begin{equation*}
\left.+\sum \frac{C_{\lambda}}{\left(x_{\lambda}-z\right)\left(x_{\lambda}-m^{2}\right)}\right]^{-1} \tag{102}
\end{equation*}
$$

[^26]where $B$ is real nonnegative, the $x_{\lambda}$ are real, the $C_{\lambda}$ positive, and
\[

$$
\begin{equation*}
B+\int_{4 m^{2}}^{\infty} d l-\frac{\tilde{\Pi}(t)}{\left(t-m^{2}\right)^{2}}+\sum \frac{C_{\lambda}}{\left(x_{\lambda}-m^{2}\right)^{2}}=1 . \tag{103}
\end{equation*}
$$

\]

Comparison with (99) gives

$$
B^{-1}=1+\int_{4 m^{2}}^{\infty} \rho(t) d t
$$

If $B=0$, we obtain

$$
\begin{equation*}
f(z) \rightarrow\left[\int_{4 m^{2}}^{\infty} \frac{\tilde{\Pi}(t) d t}{t-m^{2}}+\sum \frac{C_{\lambda}}{x_{\lambda}-m^{2}}\right]^{-1} \tag{104}
\end{equation*}
$$

if $z \rightarrow \infty$, such that in this case, if (99) should apply, the sum, or integral, or both, in (104) must diverge, since otherwise in (99) a constant corresponding to (104) would have to be added.

Thus, unless

$$
\begin{equation*}
I \equiv \int_{4 m^{2}}^{\infty} d t \frac{\tilde{\Pi}(t)}{\left(t-m^{2}\right)^{2}} \leq 1 \tag{105}
\end{equation*}
$$

there cannot exist a representation of the type (99). If $I<1$, one may choose a finite $B$, or CDD zeros, or both, such as to satisfy (103) and to make (104) vanish if we decide for $B=0 . f(z)$ is defined by (102).

We shall show in the appendix that if $I>1$ but $\tilde{\Pi}(t)=0\left(t^{-1}\right)$ in infinity, one might possibly find, in any case if $\bar{\Pi}(t)$ vanishes stronger than any negative power of $t$, a subtracted form of $f(z)$ that belongs to that $\tilde{\Pi}(t)$, by choosing sufficiently many nonCDD zeros. If, however, $I$ does not exist there is no way to define a function $f(z)$, with only polynomial growth in infinity, that gives $\tilde{\Pi}(t)$. This is the irreparable "ghost" situation.

The "normal" situation is that considered before, namely $I \leq 1$. We saw that if (99) should hold with $I=1$, the integral and sum together in (104) will diverge, which means that in (49) we cannot obtain $\Delta_{\text {Ret }}{ }^{\prime \prime}(\bar{x}-\bar{y})$ by multiplying (49) by $\theta(x-y)$, but that one subtraction is required. Actually, the data for two subtractions are available, as insertion of (103) into (102) shows. This is the situation in renormalizable perturbation theory, where $\tilde{\Pi}(t)$ increases in infinity like $t(\ln t)^{\mu}, \mu \geq 0$, and (102) is not applicable. We find that permitting subtracted forms of $f(z)$ does not help here.

If $I<1$ there are various choices for unsubtracted $f(z)$, as (103) and (102) show. The former conclusion on the stepfunction multiplication only holds if we decide for $B=0$, and the divergence of (104) is not due to CDD zeros, which, however, can hardly be expected to be separable from the $\tilde{\Pi}(t)$-determination.

## Other Functions

The finding that for a consistent theory of the type considered in the axiomatic scheme, the strength of the
singularity of an $\Delta_{\text {Ret }}$-amputated function is less than in renormalizable perturbation theory is of great interest. Whereas we can prove it only for the absorptive irreducible part of the propagation function itself and for the vertex function with two momenta on the mass shell, ${ }^{50}$ we conjecture it to be true for all functions. This would imply that for the vertex function where in perturbation theory, independent of $\Delta_{\text {Ret }}$ or $\Delta_{\text {Ret }}{ }^{\prime}-$ amputation, one subtraction is necessary, in our treatment no subtraction would be required, ${ }^{55}$ and that all $\Delta_{\text {Ret }}{ }^{\prime}$-amputated functions could be obtained ${ }^{56}$ from the absorptive parts by multiplication of (48) by the step function.
Let us relate these considerations to renormalization theory. Consider, for instance, the usual pseudoscalar meson theory with, among others, the coupling term

$$
g_{u} \bar{\psi}_{u} \gamma_{5} \tau^{i} \psi_{u} \phi_{u}{ }^{i}
$$

in unrenormalized, or

$$
Z_{1} g_{r} \bar{\psi}_{r} \gamma_{\delta} \tau \psi_{r} \phi_{r}{ }^{i}
$$

in renormalized quantities, because of
$\psi_{u}=Z_{2}{ }^{3} \psi_{r}, \quad \bar{\psi}_{u}=Z_{2}{ }^{3} \bar{\psi}_{r}, \quad \phi_{u}{ }^{i}=Z_{3}{ }^{3} \phi_{7}{ }^{i}, \quad g_{u}=Z_{1} Z_{2}{ }^{-1} Z_{3}{ }^{-1} g_{r}$.
Arguments ${ }^{57}$ can be given for the validity of the Born approximation at high energies. For the vertex part the Born approximation is obtained by taking in

$$
\int d u\left\langle T \psi_{r}(x) \bar{\psi}_{r}(y) \phi_{r}^{i}(z) Z_{1} g_{r} \bar{\psi}_{r}(u) \gamma_{5} \tau^{i} \psi_{r}(u) \phi_{r}^{i}(u)\right\rangle
$$

the disconnected part, which gives

$$
Z_{1} g_{r} \int d u S_{F}{ }^{\prime}(x-u) \gamma_{5} \tau^{i} S_{F}^{\prime}(u-y) \Delta_{F}^{\prime}(u-z)
$$

Thus, the amputated vertex behaves like $Z_{1} g_{r} \gamma_{5} \tau^{i}$ in infinity, which also holds if two of the particle momenta are on the mass shell, the third one going to infinity. ${ }^{58}$ Comparison with the results on the meson propagation function ${ }^{50}$ shows that $Z_{1}=0 .{ }^{59}$ We thus find that the $\Delta_{\text {Ret }}{ }^{\prime}$-amputated vertex function goes to zero in infinity

[^27]also when more than one momentum is off the mass shell, in accordance with the conjecture described above.

On the basis of that conjecture, we can argue for the existence of the integrals of the last two sections. Since they are at most logarithmically divergent in perturbation theory, they will become convergent since the gain in convergence discussed above for the vertex, which is at least by powers of logarithms can be expected sufficient.

It seems that the arguments collected here lend support to the view that the strength of singularities in renormalized perturbation theory is an upper bound, which is, in fact, not reached by a rigorous solution of the axiomatic scheme, at least as far as the $\Delta_{\text {Ret }}{ }^{\prime}$ amputated functions are concerned. The singularities (or vertex divergencies) in perturbation theory seem to be characteristic to that method, which is strict in locality but loose in unitarity.

## 6. OUTLOOK

The results of the foregoing sections can be utilized to amend present methods to derive analytic properties of


Fig, 14. Analysis of the scattering amplitude $A+A \rightarrow A+A+a+\bar{a}$.
observable quantities because structure analysis permits use of locality and the completeness condition more efficiently than techniques presently available do.

This is most easily seen by comparison of field theoretical proofs of analytic properties of scattering amplitudes with proofs for potential scattering. Lehmann's proof ${ }^{60}$ of $\cos \theta$-analyticity for fixed total energy gives as analyticity region an ellipse, which is analogous to the ellipse obtained by Khuri ${ }^{61}$ for potentials that are local and decrease exponentially, but are not restricted otherwise. Blankenbecler et al. ${ }^{62}$ have shown that the initial ellipse can be successively enlarged, if the potential is a superposition of Yukawa potentials, by iteration of the integrated Schrödinger equation, whereby the Born series is generated.

We may compare the Schrödinger equation to the inhomogeneous Bethe-Salpeter equation of Fig. 7 and, especially, Eq. (69). Actually, the ladder approximation of the Bethe-Salpeter equation was originally proposed by Nambu ${ }^{63}$ as field theoretical analog of the Schrödinger equation and is known to lead to it in the nonrelativistic adiabatic approximation. In Lehmann's

[^28]

Fig. 15. Analysis of $A+\bar{A} \rightarrow A+\bar{A}$, Eq. (106).
proof ${ }^{60}$ of $\cos \theta$-analyticity, the "Yukawa-type" nature of the "potential," namely that it is originated by the causal interaction of particles with known mass spectrum, is used only once, comparable to terminate the iteration mentioned in the foregoing with the first or, for the absorptive part, second Born approximation.

As far as the dispersion relation for fixed momentum transfer $|\Delta|$ is concerned, for limited $|\Delta|$ the irreducible term in Fig. 7 has zero absorptive part in the unphysical region $|\omega|<\left(m^{2}+\Delta^{2}\right)^{\frac{1}{2}}$, as follows from (77) with $Y^{i}=0$, and therefore obeys a homogeneous dispersion relation. The reducible part, however, must be analyzed on the basis of its structure. Since it resembles, in its iterated form, a perturbation theoretical graph with, however, vertices of finite but, in comparison with the reducible functions, reduced extent (if, for instance, a further analysis like that of Fig. 12 is carried out), it can be expected that techniques developed for proofs of analytic properties of Feynman graphs can be adapted to the present situation.

In the case of meson-nucleon forward scattering, Zimmermann ${ }^{64}$ has shown that already separating out the one-nucleon reducible part permits proving the dispersion relation and identifying the coupling constant in a simple way.

These considerations, together with the remarks about a possible interpretation of perturbation theory in Sec. 4, might lead in the direction of Landau's ${ }^{65}$ recent method. The method proposed here has in common with this at least that all stable particles, without a distinction between "simple" and "composite" ones, are treated equally. Here, this is clearly based on Zimmermann's ${ }^{66}$ technique of ascribing local field operators to all stable particles.

This leads us to the question why it is obviously sometimes advantageous to treat an unstable particle like a stable one, since a neglect of the decay interaction cannot be spoken about when bare interactions do not appear at all. A justification is desirable because even apparently stable particles might be unstable with a long lifetime.

Of course, we are not in a position to give anything else than a very crude qualitative argument. Assume a


Fig. 16. Analysis of $a+\bar{a} \rightarrow A+\bar{A}$, Eq. (107).

[^29]model ${ }^{67}$ with stable particles $A$, antiparticles $\bar{A}$, and lighter stable particles $a$, and antiparticles $\bar{a}$, and as well $A$-as $a$-conservation. The scattering amplitude $A+A \rightarrow$ $A+A+a+\bar{a}$ can be structure-analyzed as shown ${ }^{68}$ in Fig. 14, where $i$ denotes one- and two-particle irreducibility. Furthermore, the integral equations described by Figs. 15 and 16 are written symbolically as
\[

$$
\begin{equation*}
X=X_{i}+X_{i} X+Y_{i}^{T} Y \tag{106}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
Y=Y_{i}+Y_{i} X+Z_{i} Y, \tag{107}
\end{equation*}
$$

respectively, where integrations over the relative coordinates are implied. If $Z_{i}$ can be neglected, we obtain ${ }^{69}$

$$
\begin{aligned}
& Y=Y_{i}\left[1-X_{i}-Y_{i}^{T} Y_{i}\right]^{-1} \\
&=Y_{i}\left[1-X_{i}\right]^{-1}\left[1-Y_{i}^{T} Y_{i}\left(1-X_{i}\right)^{-1}\right]^{-1}
\end{aligned}
$$

which gives the final-state interaction in the middle graph of Fig. 14. If at some momentum in the energy region between $2 m_{A}$ and $2 m_{a} X_{i}$, being there a hermitian operator, having (for instance in the zero angular momentum channel) the eigenvalue one, with $Y_{i}{ }^{T} Y_{i}$ being there a small but, of course, nonhermitian operator, a resonance, giving rise to a clean decoupling of the production and the decay process, will appear. To a pair of two $a$-particles in strong correlation to each other in a large timelike distance only this resonance, phenomenologically described as an unstable particle, will give a measurable contribution.

It is clear that the consideration given here for two end lines also applies to a pair of interior $A, \bar{A}$-lines (more precisely, an interior fourpoint vertex) though the advantage of using the unstable particle as a substitute for that pair will be limited to certain energy regions.

The explanation given here is not new and does not give a hint why resonances that are actually observed are so sharp. However, from a fundamental point of view a hierarchy of interactions, strong and weak ones, is not much easier to understand.

The structure analysis as presented in this paper is an off-shell formalism. We expect that it will be possible to reduce it, by dispersion-theoretical methods, at least partly to an on-shell formalism. It seems to us that onshell methods, being beset with the problem of unphysical and high-energy regions, can only be understood and adequately handled with a prior comprehension of the underlying off-shell theory, unless a direct approach to the causality problem of the $S$ matrix has been found. Moreover, the technical difficulties of unphysical regions might in some cases become so unwieldy that a complete reduction to the mass shells is no longer advantageous.
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## APPENDIX A

## Elimination of the Two-Particle Reducibilities (Section 3)

We insert (68) and (60) on the left and also on the right-hand side of (44), always exhibiting the reducibility between $x, y$ and $z, u$ nearest to $x$ if there is any. The result is

$$
\begin{align*}
& \left\langle\widetilde{R}_{\left.x, y z u^{i}\right\rangle} \stackrel{1}{2}{\underset{2}{r}}_{i}(x, y \overline{1} \overline{2})\left\langle R_{12, z u}\right\rangle+r_{i}(x \overline{1}, y \bar{y})\left\langle R_{2,1 z u u}\right\rangle\right. \\
& -{ }_{2}^{1} r(z, u 12)\left\langle R_{\overline{1} \overline{1}, x y}{ }^{i}\right\rangle-r(z 1, u 2)\left\langle R_{\bar{\Sigma}, \overline{1} x y}{ }^{i}\right\rangle \\
& =i\left\langle\left[\widetilde{R}_{x, y u}{ }^{i}, R_{z}\right]\right\rangle+i\left\langle\left[R_{x, u}, R_{z, y}\right]\right\rangle \\
& +\stackrel{i}{2}\left[\left\langle\left[\widetilde{R}_{\left.\left.x, y^{i}, R_{\overline{1}}{ }^{i}\right]\right\rangle}+\left\langle\left[ R_{x}, R_{\left.\left.\left.\overline{\mathrm{I}}, y^{i}\right]\right\rangle\right]} r(z, u 12)\right.\right.\right.\right.\right. \\
& +i\left[\left\langle\left[\widetilde{R}_{\left.\left.\left.x, y^{i}, R_{\bar{\Sigma}, \bar{i}}{ }^{i}\right]\right\rangle+\left\langle\left[R_{x}, R_{\bar{Z}, \overline{1}}{ }^{i}\right]\right\rangle\right] r(z 1, u 2)}\right.\right.\right. \\
& +{ }_{2}^{i}{ }_{2}(x, y \overline{12})\left\langle\left[R_{12}, R_{z}\right]_{u}\right\rangle \\
& +i r_{i}(x \overline{1}, y \overline{2})\left\langle\left[R_{2,1}, R_{z}\right]_{u}\right\rangle, \tag{A.1}
\end{align*}
$$

where all one-particle reducible terms are neglected.
The first two brackets on the right-hand side (rhs) of (A.1) have the property $g$ defined in Sec. 3. For such brackets we define the operations [ $]^{i}$ and $\left\}^{i}\right.$ by the integral equations ${ }^{70}$

$$
\begin{align*}
& \left\langle\left[\widetilde{R}_{\left.\left.x, y u^{i}, R_{z}\right]\right\rangle}=\frac{1}{2}\left\langle\left[\widetilde{R}_{\left.\left.x, y \overline{1}^{i}, R_{\bar{z}}\right]^{i}\right\rangle\left\langle\left\{R_{1, u}, R_{z, 2}\right\}\right\rangle}\right.\right.\right.\right. \\
& +\underset{2}{1}\left\langle\left\{\widetilde{R}_{x, v 1^{i}}{ }^{i} R_{2}\right\}^{i}\right\rangle\left\langle\left[R_{1, u}, R_{z, 2}\right]\right\rangle,  \tag{A.2a}\\
& \left\langle\left\{\tilde{R}_{x, y u}{ }^{i}, R_{z}\right\}_{c}\right\rangle=\underset{2}{-1}\left\langle\left[\tilde{R}_{x, y 1^{i}}, R_{\bar{z}}\right]\right\rangle\left\langle\left[R_{1, u}, R_{z, 2}\right]\right\rangle \\
& +\underset{2}{1}\left\langle\left\{\widetilde{R}_{\left.\left.x, y \overline{1}^{i}, R_{2}\right\}^{i}\right\rangle\left\langle\left\{R_{1, u}, R_{z, 2}\right\}\right\rangle,}\right.\right. \tag{A.2b}
\end{align*}
$$

[^31]\[

$$
\begin{align*}
\left\langle\left[R_{x, u}, R_{2, y}\right]\right\rangle= & \frac{1}{2}\left\langle\left[R_{x, \overline{1}}, R_{\overline{2}, y}\right] i\right\rangle\left\langle\left\{R_{1, u}, R_{z, 2}\right\}\right\rangle \\
& \left.+\frac{1}{2}\left\langle\left\{R_{x, \overline{1}}, R_{\bar{z}, y}\right\}\right\rangle\right\rangle\left\langle\left[R_{1, u}, R_{z, 2}\right]\right\rangle,  \tag{A.3a}\\
\left.\left\langle\left\{R_{x, u}, R_{z, y}\right\}\right\rangle\right\rangle= & \frac{1}{2}\left\langle\left[R_{x, \overline{\mathrm{I}}}, R_{\overline{2}, y}\right] i\right\rangle\left\langle\left[R_{1, u}, R_{z, 2}\right]\right\rangle \\
& +\frac{1}{2}\left\langle\left\{R_{x, \mathrm{I}}, R_{\overline{2}, y\}}\right\rangle\right\rangle\left\langle\left\{R_{1, u}, R_{z, 2}\right\}\right\rangle, \tag{A.3b}
\end{align*}
$$
\]

which correspond to Figs. 8 and 9 , since for two operators $A, B$ that commute with the operators $C, D$ the equations

$$
\begin{equation*}
[A C, B D]=\frac{1}{2}[A, B]\{C, D\}+\frac{1}{2}\{A, B\}[C, D] \tag{A.4a}
\end{equation*}
$$

and

$$
\begin{equation*}
\{A C, B D\}=\frac{1}{2}[A, B][C, D]+\frac{1}{2}\{A, B\}\{C, D\} \tag{A.4b}
\end{equation*}
$$

hold. The structure of (A.2) and (A.3) is very similar to that of (68) and (70). We defer the discussion of (A.2) and (A.3) to the end of this appendix.

The brackets in the third and fourth term on the rhs of (A.1) do not yet have the property $g$, since they contain $R_{\mathrm{II}{ }^{i}}$ instead of $\widetilde{R}_{\mathrm{I} 2}{ }^{i}$ etc. By using (72) we write

$$
\begin{align*}
& \text { <[ } \widetilde{R}_{\left.\left.x, y^{i}, R_{\overline{1} \bar{z}}{ }^{i}\right]\right\rangle} \\
& \left.={ }_{2}^{1}\left\langle\left[\widetilde{R}_{x, y}{ }^{i},\left(R_{5} R_{\overline{4}}\right)\right]\right) r_{i}(\overline{12}, 34)+\left\langle\left[\widetilde{R}_{x, y^{i}}, \widetilde{R}_{\overline{\mathbf{1}}}{ }^{i}\right]\right\rangle\right\rangle \\
& =\frac{1}{2}\left\langle\left[\bar{R}_{x, y}{ }^{i},\left(R_{\overline{3}} R_{\overline{4}}\right)\right]\right)_{r_{i}}(\overline{12}, 34) \\
& +{ }_{2}^{1}\left\langle\left[\tilde{R}_{x, y \overline{3}}, R_{\overline{4}}\right]^{i}\right\rangle\left\langle\left\{R_{3}, \tilde{R}_{\overline{1} 2,4}{ }^{i}\right\}\right\rangle \\
& +\stackrel{1}{2}\left\langle\left\{\widetilde{R}_{x, y \overline{3}}{ }^{i}, R_{\overline{4}}{ }^{i}\right\rangle\left\langle\left[R_{3}, \widetilde{R}_{\overline{1}, 4^{i}}\right]\right\rangle\right. \\
& +\left\langle\left[\widetilde{R}_{x, y}{ }^{i}, \widetilde{R}_{\overline{1}^{i}}{ }^{i}\right]^{i}\right\rangle \tag{A.5}
\end{align*}
$$

and

$$
\begin{align*}
& \left\langle\left[R_{x}, R_{\overline{1} \overline{1}, y^{i}}\right]\right\rangle \\
& =\underset{2}{1}\left\langle\left[R_{x},\left(R_{\overline{3}} R_{\overline{4}}\right)_{y}\right]\right) r_{i}(\overline{12}, 34)+\left\langle\left[R_{x}, \widetilde{R}_{\overline{1},}, y^{i}\right]\right\rangle \\
& \left.=\frac{1}{2}\left[\left[R_{x},\left(R_{\overline{3}} R_{\mathbf{4}}\right)\right)_{y}\right]\right) r_{i}(\overline{12}, 34) \\
& \left.+\underset{2}{1}\left\langle\left[R_{x, \overline{3}}, R_{\overline{4}, y}\right]\right]^{i}\right\rangle\left\langle\left\{R_{3}, \widetilde{R}_{\mathrm{I} \bar{z}, 4^{i}}\right\}\right\rangle \\
& +\underset{2}{1}\left\langle\left\{R_{x, \overline{3}}, R_{\overline{4}, y}\right\}^{i}\right\rangle\left\langle\left[ R_{3}, \tilde{R}_{\left.\left.\bar{I} \overline{2}, 4^{i}\right]\right\rangle}\right.\right. \\
& +\left\langle\left[R_{x}, \widetilde{R}_{\overline{1}, y^{i}}\right]^{i}\right\rangle, \tag{A.6}
\end{align*}
$$

where the last terms in (A.5) and (A.6) are defined by these equations, since the other irreducible brackets have been defined by (A.2) and (A.3). The meaning of the terms separated out first is explained by

$$
\begin{aligned}
\left\langle\left[\tilde{R}_{x, y}{ }^{i},\left(R_{\mathbf{3}} R_{\mathbf{4}}\right)\right]\right\rangle=\left\langle\widetilde{R}_{x, y}{ }^{i}\right\rangle & \left(\exp \left[\frac{\delta}{\delta J} \mathbf{K} i \Delta^{+} \mathbf{K} \frac{\delta}{\delta J}\right]\right. \\
& \left.-\exp \left[\frac{\delta}{\delta J} \mathbf{K}\left(-i \Delta^{-}\right) \mathbf{K} \frac{\delta}{\delta J}\right]\right)\left\langle R_{\bar{\jmath}}\right\rangle\left\langle R_{\mathbf{4}}\right\rangle
\end{aligned}
$$

with differentiations as in (43), as follows from the sense in which (72) was understood. The differentiations of $\left\langle\widetilde{R}_{x, y}{ }^{i}\right\rangle$ are contraction differentiations and as such again defined with the help of (72). We shall see later that $\left\langle\left[R_{x}, \widetilde{R}_{\bar{z}, \overline{1}}{ }^{i}\right]^{i}\right\rangle$ and $\left\langle\left[\widetilde{R}_{x, y u}{ }^{i}, R_{z}\right]^{i}\right\rangle$ are closely related. The brackets in the fourth term on the rhs of (A.1) are obtained from (A.5) and (A.6) by the replacement $R_{\overline{1} \overline{2}}{ }^{i} \rightarrow R_{\overline{2}, \overline{1}^{i}}$.

Equations (A.5), (A.6), and the two equations just described give upon use of (60), (72), and the equation for $\vec{R}_{\overline{2}, \mathrm{I}^{i}}$ corresponding to (72), for the sum of the third and fourth term on the rhs of (A.1),

$$
\frac{i}{2}\left[\left\langle\left[\widetilde{R}_{x, y \overline{3}^{i}}, R_{\mathbb{4}}\right]^{i}\right\rangle+\left\langle\left[R_{x, \overline{3}}, R_{\overline{4}, y}\right]^{i}\right\rangle\right]
$$

$\times\left[\left\langle\left\{R_{3}, R_{z, u 4}\right\}\right\rangle-\frac{1}{2}\left\langle\left\{R_{3},\left(R_{5} R_{\overline{6}}\right)_{4}\right\}\right\rangle \cdot r(z, u 56)\right]$
$+\stackrel{i}{2}\left[\left\langle\left\{\tilde{R}_{x, y \bar{z}}^{i}, R_{\overline{4}}\right\}^{i}\right\rangle+\left\langle\left\{R_{x, \overline{3}}, R_{\overline{4}, y}\right\}^{i}\right\rangle\right]$
$\times\left[\left\langle\left[R_{3}, R_{z, u 4}\right]\right\rangle-\frac{1}{2}\left\langle\left[R_{3},\left(R_{5} R_{6}\right)_{4}\right]\right\rangle r(z, u \overline{5} 6)\right]$
$\left.+\underset{2}{i}\left[\left\langle\left[\widetilde{R}_{x, y}{ }^{i},\left(R_{\overline{3}} R_{\mathbf{4}}\right)\right]\right\rangle+\left\langle\left[R_{x},\left(R_{\overline{3}} R_{\overline{\mathbf{4}}}\right)_{y}\right]\right\rangle\right]\right] r(z, u 34)$
$+\underset{2}{i}\left[\left\langle\left[\widetilde{R}_{x, y^{i}}, \widetilde{R}_{\overline{1}{ }^{i}}{ }^{i}\right]^{i}\right\rangle+\left\langle\left[R_{x}, \widetilde{R}_{\overline{1} \overline{2}, y^{i}}\right]^{i}\right\rangle\right] r(z, u 12)$
$+i\left[\left\langle\left[\widetilde{R}_{x, y}, \widetilde{R}_{\overline{,}, \overline{1}}{ }^{i}\right]^{i}\right\rangle+\left\langle\left[R_{x}, \widetilde{R}_{\overline{2}, \overline{1}}{ }^{i}\right]^{i}\right\rangle\right] r(z 1, u 2)$.
For the terms containing the products $R_{5} R_{6}$ or $R_{3} R_{4}$ we define in the usual way,

$$
\begin{align*}
& \left\langle\left[\widetilde{R}_{x, y}{ }^{i},\left(R_{\overline{5}} R_{\overline{6}}\right)\right]\right\rangle \\
& =\frac{1}{2}\left\langle\left[\widetilde{R}_{x, y y^{i}}^{i}, R_{4}\right] i\right\rangle\left\langle\left\{R_{3},\left(R_{5} R_{6}\right)_{4}\right\}\right\rangle \\
& +\frac{1}{2}\left\langle\left\{\widetilde{R}_{\left.x, y y^{i}, R_{7}\right\}}{ }^{i}\right\rangle\left\langle\left[R_{3},\left(R_{5} R_{6}\right)_{4}\right]\right\rangle\right. \\
& +\left\langle\left[\widetilde{R}_{x, y}{ }^{i},\left(R_{5} R_{6}\right)\right]^{i}\right\rangle \tag{A.8}
\end{align*}
$$

and

$$
\begin{align*}
& \left\langle\left[R_{x}\left(R_{5} R_{\overline{6}}\right)_{y}\right]\right\rangle \\
& =\frac{1}{2}\left\langle\left[R_{x, 5}, R_{\overline{4}, y}\right] i\right\rangle\left\langle\left\{R_{3},\left(R_{5} R_{6}\right)_{4}\right\}\right\rangle \\
& +\stackrel{1}{2}\left\langle\left\{R_{x, \overline{3}}, R_{\overline{4}, y}\right\}^{i}\right\rangle\left\langle\left[R_{3},\left(R_{5} R_{6}\right)_{4}\right]\right\rangle \\
& +\left\langle\left[R_{x},\left(R_{\overline{5}} R_{\overline{6}}\right)_{y}\right]^{i}\right\rangle \tag{A.9}
\end{align*}
$$

since the lhs brackets have, because of the amputation of the one-particle reducibilities (after the commutator has been worked out, of course), the property $\mathfrak{g}$. The other irreducible brackets have been defined in (A.2), (A.3). The interpretation of these decompositions follows the pattern discussed at the end of this appendix.

The remaining parts of the first two terms of (A.7) can be combined with (A.2a) and (A.3a), whereupon the last brackets change into $\left\langle\left\{R_{3}, R_{z, 4}\right\}_{u}\right\rangle$ and $\left\langle\left[R_{3}, R_{z, 4}\right]_{u}\right\rangle$, respectively.
For the coefficient of the penultimate term on the right-hand side of (A.1) we have from (19) and (18)

$$
\begin{align*}
i\left[R_{12}, R_{z}\right]_{u}=R_{12, z u} & -R_{1 z, 2 u}-R_{2 \varepsilon, 1 u} \\
& +\frac{1}{2}\left\{R_{1,2}, R_{z}\right\}_{u}+\frac{1}{2}\left\{R_{2,1}, R_{z}\right\}_{u}, \tag{A.10}
\end{align*}
$$

whose first term cancels, upon insertion into (A.1), the second term on the lhs of that equation. For the last term in (A.1) we use (18) and obtain

$$
\begin{equation*}
i\left[R_{2,1,}, R_{z}\right]_{u}=R_{2,1 z u}-R_{z, 21 u}-i\left[R_{2}, R_{z, 1}\right]_{u} \tag{A.11}
\end{equation*}
$$

whose first term cancels the third term on the lhs of (A.1).

We now define $X^{i}$ by (76), which was set up in analogy to (A.10) where, however, a moment's thought should be given to the terms containing $R_{1} R_{2}$. They arise from the need of adding to, e.g., $\left\langle\left[\widetilde{\bar{I}}_{\overline{1}}^{i}, \widetilde{R}_{\overline{\bar{z}}, y^{i}}\right]^{i}\right\rangle$ those terms where, before the irreducible commutator was worked out, the first factor was disconnected between 1 and 2 . Without that term, the full analogy between (76) and (79) would have been spoiled since $\widetilde{R}_{12}{ }^{i}$ contains only between 1 and 2 connected terms, in contrast to $R_{12}$. This also explains why such additional terms do not appear in $Y, \widetilde{Y}, Z, \widetilde{Z}$, but do in $U$. All irreducible brackets in (76) have either already been defined earlier, or are defined by the anticommutator equations analogous to (A.5), (A.6), etc. When (76) is used in the penultimate term of (A.7), the first term on the rhs of (76) cancels the fourth term on the lhs of (A.1), and the second and third term cancel the second term on the rhs of (A.11).
If (76) would have been written with unamputated $1,2, X^{i}$ would have little chance to vanish because on the rhs 1 and 2 occur in varying positions, and the conversion of retarded into advanced end reducibilities would have given additional terms.

If we furthermore use (77) for the last term in (A.7), the first term on the rhs of (77) cancels the last term on the lhs of (A.1), and the second term cancels the second and third term on the rhs of (A.10).

Let us collect what remains of (A.1) upon insertion of (A.7) to (A.11), (76), (77), (A.2a) and (A.3a),

$$
\begin{align*}
& \left\langle\tilde{R}_{\left.x, y z u^{i}\right\rangle}\right\rangle=-\frac{i}{2}\left[\left\langle\left[\widetilde{R}_{x, y \overline{1}^{i}}, R_{\overline{2}}\right]^{i}\right\rangle+\left\langle\left[R_{x, \tilde{1},} R_{\overline{2}, y}\right]^{i}\right\rangle\right] \\
& \cdot\left[\left\langle\left\{R_{1}, R_{z, 2}\right\}_{u}\right\rangle-2 r(z 1, u 2)\right] \\
& +\stackrel{i}{2}\left[\left\{\left\{\tilde{R}_{x, y \overline{1}^{i}}, R_{\mathbf{R}}\right\}^{i}\right\rangle+\left\langle\left\{R_{x, \mathrm{r}}, R_{2, y}\right\}^{i}\right\rangle\right] \\
& \times\left\langle\left[R_{1}, R_{z, 2}\right]_{u}\right\rangle+{ }_{2}^{1} r_{i}(x, y \overline{y 12})\left\langle\left\{R_{1,2}, R_{z}\right\}_{u}\right\rangle \\
& +i r_{i}(x \overline{1}, y \overline{2})\left\langle\left[R_{z, 1}, R_{2}\right]_{u}\right\rangle \\
& -\frac{1}{2}\left[\left\langle\left\{R_{x}, \widetilde{R}_{\mathrm{I}, \bar{Z}^{i}}{ }^{i}\right\}{ }^{i}\right\rangle+\left\langle\left\{\widetilde{R}_{x, y^{i}}, \widetilde{R}_{\mathrm{I}, \overline{2}^{i}}{ }^{i}\right\rangle\right] r(z, u 12)\right. \\
& +\frac{1}{2} X^{i}(x \overline{12}, y) r(z, u 12) \\
& +Y^{i}(\overline{2} x, \overline{1} y) r(z 1, u 2) . \tag{A.12}
\end{align*}
$$

In the third term on the rhs, we have from (77)

$$
\begin{aligned}
& r_{i}(x, y \overline{12})=r_{i}(\overline{2}, x y \overline{1})+i\left\langle\left[\widetilde{R}_{x, y}{ }^{i}, \widetilde{R}_{\overline{2}, \mathrm{I}^{i}}\right]^{i}\right\rangle \\
& +i\left\langle\left[R_{x}, \widetilde{R}_{\bar{\Sigma}, \overline{\mathrm{T}}_{y}}{ }^{i}\right]^{i}\right\rangle+i\left\langle\left[ R_{\left.\left.x, \overline{\mathrm{Y}}, R_{\bar{\Sigma}, y}\right]^{i}\right\rangle}\right.\right. \\
& +i\left(\left[\widetilde{R}_{x, y \overline{1}^{i}}, R_{\overline{2}}\right]^{i}\right\rangle-Y^{i}(\overline{2} x, \overline{1} y) .
\end{aligned}
$$

The first three terms on the rhs do not contribute in (A.12) because of the inverse time order of 1 and 2 in the two factors. ${ }^{11}$ The fourth and fifth term cancel the first term on the rhs of (A.12). In the fourth term on the rhs of that equation we use (78), all irreducible brackets of which have been defined earlier. The second and third term on the rhs of (78) cancel the second term on the rhs of (A.12), whereas the fourth and fifth term combine with the fifth term on the rhs of (A.12) to give a coefficient

$$
i\left\langle\left[R_{z, 1}, R_{2}\right]_{u}\right\rangle-r(z, u 12)=i\left\langle\left[R_{z}, R_{2,1}\right]_{u}\right\rangle
$$

which results in a vanishing term due to inverse time order. ${ }^{71}$ Taking account of (72) and combining with (19) the coefficients of $Y^{i}$ we are left with (80).

The Eqs. (81), (82), (83), (88) are obtained in a similar way, where also (20) and (21) have to be used.

Let us discuss the operations []$^{i}$ and $\left\}^{i}\right.$ defined in (A.2), (A.3), (A.5), (A.6), (A.8), (A.9), and analogous equations. As an example we chose (A.3) and form by

[^32]linear combination
$$
\left\langle R_{x, u} R_{z, y}\right\rangle_{c}=\left\langle\left(R_{x, \overline{1}} R_{\overline{2}, y}\right)^{i}\right\rangle\left\langle R_{1, u} R_{z, 2}\right\rangle
$$
and
$$
\left\langle R_{z, y} R_{x, u}\right\rangle_{c}=\left\langle\left(R_{\overline{2}, u} R_{x, \overline{1}}\right)^{i}\right\rangle\left\langle R_{z, 2} R_{1, u}\right\rangle
$$
whereof we need only consider the first relation.
From (39) and (41) we have
$$
\left\langle R_{x, u}\right\rangle=\left\langle R_{\left.x, \overline{\mathrm{I}}^{i s}\right\rangle\left\langle R_{1, u}\right\rangle \equiv A M}\right.
$$
and
$$
\left\langle R_{z, y^{\prime}}\right\rangle=\left\langle R_{\overline{2}, y^{i s}}\right\rangle\left\langle R_{z, 2}\right\rangle \equiv A^{\prime} M^{\prime}
$$

By keeping in mind (43), which was a consequence of (14), we rewrite the lhs of (A.13) symbolically as

$$
\left\langle R_{x, u} R_{z, y}\right\rangle_{c}=\left(e^{(\alpha+\mu)\left(\alpha^{\prime}+\mu^{\prime}\right)}-1\right) A M A^{\prime} M^{\prime}
$$

where the small greek letters indicate differentiations of the capital symbols, integrations as in (43) being understood, and $c$ means "connected" as in (A.3b). By rearranging the rhs we obtain

$$
\begin{align*}
& \left\langle R_{x, u} R_{z, y}\right\rangle_{c} \\
& \quad=\left(e^{\alpha \alpha^{\prime}}-1\right) A A^{\prime} \cdot e^{\mu \mu^{\prime}} M M^{\prime} \\
& \quad+\left[e^{\alpha \alpha^{\prime}}\left(e^{\alpha \mu^{\prime}}-1\right)\left(e^{\alpha^{\prime} \mu}-1\right)+\left(e^{\alpha \alpha^{\prime}}-1\right)\left(e^{\alpha \mu^{\prime}}-1\right)\right. \\
& \left.\quad+\left(e^{\alpha \alpha^{\prime}}-1\right)\left(e^{\alpha^{\prime} \mu}-1\right)\right] A A^{\prime} e^{\mu \mu^{\prime}} M M^{\prime} \\
& \quad+A A^{\prime}\left(e^{\mu \mu^{\prime}}-1\right) M M^{\prime}+\left[A\left(e^{\alpha^{\prime} \mu}-1\right) A^{\prime}\right. \\
& \left.\quad+A^{\prime}\left(e^{\alpha \mu^{\prime}}-1\right) A\right] e^{\mu \mu^{\prime}} M M^{\prime} \tag{A.14}
\end{align*}
$$

The first term is the first contribution to the rhs of (A.13), namely when both factors in $\left\langle\left(R_{x, \overline{1}} R_{2, y}\right)^{i}\right\rangle$ are one-particle irreducible. The second term involves "crossing" and necessitates a further splitting of $M$, or $M^{\prime}$, or both :

$$
M \rightarrow B M, \quad M^{\prime} \rightarrow B^{\prime} M^{\prime}, \quad \mu \rightarrow \beta+\mu, \quad \mu^{\prime} \rightarrow \beta^{\prime}+\mu^{\prime}
$$

The factor $e^{\mu \mu^{\prime}} M M^{\prime}$ always remains and gives the factor $\left\langle R_{1, u} R_{z, 2}\right\rangle$ in (A.13). There are terms that upon these new splittings do not involve "crossing differentiations" of $M$ or $M^{\prime}$, and thus immediately contribute to $\left\langle\left(R_{x, \overline{\mathrm{I}}} R_{z, \overline{2}}\right)^{i}\right\rangle$. The terms that involve crossings are treated in the same way in the next. step. The two remaining terms in (A.14) produce the one-particle reducibilities at one line, or at both lines, respectively, and are furthermore treated as before. Especially, the penultimate term has, apart from the factor $A A^{\prime}$, the same structure as we started from.

We thus see that $\left.\left\langle R_{x, \overline{1}} R_{z, \overline{2}}\right)^{i}\right\rangle$ never gets a twoparticle reducible contribution, and that the factor is always $\left\langle R_{1, u} R_{z, 2}\right\rangle$. One can also show that both end lines become $1+A+A B+A B C+\cdots$ and $1+A^{\prime}+A^{\prime} B^{\prime}$ $+A^{\prime} B^{\prime} C^{\prime}+\cdots$, respectively. Not only these expansions break off in any finite order of $J$, but also the entire expansion of $\left\langle\left(R_{x, \overline{\mathrm{I}}} R_{z, \overline{2}}\right)^{i}\right\rangle$ for any finite momentum transferred, as was remarked in Sec. 3.

Still some more summations can be carried out. On
using the formula

$$
\begin{aligned}
K_{1 \cdots N}= & \sum_{\text {perm }} \sum_{\text {part }}(l!m!n!\cdots)^{-1} \\
& \cdot(1+K) K_{1 \cdots l^{i}(1+K) K_{(l+1) \cdots(l+m)} i(1+K)} \\
& \cdot K_{(l+m+1) \cdots(l+m+n)}(1+K) \cdots K \cdots N^{i}(1+K)
\end{aligned}
$$

derivable from $(1+K)\left(1-K^{i}\right)=1$, where the indices mean functional derivatives, the partitions are those that give $N=l+m+n+\cdots$, with $l, m, n \cdots$ natural numbers, and the permutations are the $N$ ! of the indices, one can show that $\left\langle\left(R_{\bar{x}, \overline{1}}, R_{\overline{2}, \dot{y}}\right)^{i}\right\rangle$ has the structure shown in Fig. 10 as explained in Sec. 3. The difference between the expansion obtained before and the final one just discussed is that in the latter all alined undifferentiated one-particle irreducible parts on the two chains have been summed up. We omit the strictly elementary, but tedious inductive proofs of these statements.

All other irreducible brackets, including those involving $\left(R_{3} R_{4}\right)$, can be similarly obtained in an explicit form. This way it is also found that, e.g., $\left\langle\left[R_{x}, \widetilde{R}_{\overline{2}, \mathrm{I}}{ }^{i}\right]^{i}\right\rangle$, as defined similarly to (A.6), and $\left\langle\left[R_{\hat{x}, \hat{y} u^{i}}{ }^{i}, R_{z}\right]^{i}\right\rangle$, as defined by (A.2), become identical upon renaming the indices.

We have here obtained $\left\langle\left(R_{x, \bar{u}} R_{\bar{z}, y}\right)^{i}\right\rangle$, etc. by explicit construction. However, this does not necessarily mean that the solutions of (A.2), (A.3) are unique. If they are so, it will be possible to write them in a form that is analogous to (75), due to the nearly identical structure of (A.2), (A.3) with (60) etc. From such a form, together with the similar formulas that are then derivable for the other irreducible brackets, it can be proved that the sum of the brackets on the rhs of (80) has the same retardedness properties as the irreducible functionals have as was mentioned in Sec. 3.

## APPENDIX B

## One-Particle Propagator with nonCDD Zeros (Section 5)

Assume $f(z)$ to have nonCDD zeros. These will be zeros at points $z_{\nu}, \bar{z}_{\nu}, \operatorname{Im} z_{\nu}>0, \nu=1 \cdots N$, and zeros on the various parts of the real axis. Those real zeros where the real part has positive slope were classified as CDD zeros, so the nonCDD zeros will give negative slope. Both types of zeros can coincide to give zero slope but will, in general, lie apart. We count every zero as often as its multiplicity requires. The real nonCDD zeros will be at $x_{\mu}, \mu=1 \cdots M$. We define

$$
\begin{align*}
f(z)=f_{r}(z) \prod_{\nu=1}^{N} \frac{z-z_{\nu}}{m^{2}-z_{\nu}} & \frac{z-\bar{z}_{\nu}}{m^{2}-\bar{z}_{\nu}} \\
& \quad \times \prod_{\mu=1}^{M}\left(\frac{z-x_{\mu}}{m^{2}-x_{\mu}}\right)^{2} \equiv f_{r}(z) P(z) \tag{B.1}
\end{align*}
$$

where $N$ and $M$ can be assumed to be infinite ${ }^{72}$ but will actually turn out to be finite since at most a polynomial increase of $f(z)$ in infinity is permitted. $f_{r}(z)$ has only CDD zeros and at the $x_{\mu}$ poles with negative residuum. From (97) and (98) we obtain

$$
\begin{equation*}
\left.\operatorname{Im}\left(-f_{r}(z)^{-1}\right)\right|_{z=x+0 i}=\pi \tilde{\Pi}(x) P(x) . \tag{B.2}
\end{equation*}
$$

$-f_{r}(z)^{-1}$ is analytic in the upper $z$ half plane and has, because of $P(x) \geq 0$, nonnegative imaginary part (including possibly delta functions with positive coefficients) along the real axis. A theorem on such functions ${ }^{73}$ says that $\operatorname{Im}\left(-f_{r}(z)^{-1}\right)$ either is positive in the upper half plane or goes at least linearly to $-\infty$ in some direction. One easily proves that this leads to zeros of $-f_{r}(z)^{-1}$ excluded by our construction of that function. Therefore the former statement holds and allows to use the representation ${ }^{74}$

$$
-f_{r}(-z)^{-1}=A+B z+\int_{-\infty}^{+\infty} \frac{1+z t}{t-z} d \sigma(t)
$$

with $A$ real, $B$ real nonnegative, and $\sigma(l)$ a real nondecreasing measure. The condition $f_{r}\left(m^{2}\right)^{-1}=0$ allows to rewrite this as

$$
-f_{r}(z)^{-1}=\left(z-m^{2}\right) B+\left(z-m^{2}\right) \int_{-\infty}^{+\infty} \frac{\left(1+t^{2}\right) d \sigma(t)}{(t-z)\left(t-m^{2}\right)}
$$

or, with the help of (B.2),

$$
\begin{align*}
-f_{r}(z)^{-1}=\left(z-m^{2}\right) B & +\left(z-m^{2}\right) \int_{4 m^{2}}^{\infty} \frac{\tilde{\Pi}(t) P(t)}{(t-z)\left(t-m^{2}\right)} d t \\
& +\left(z-m^{2}\right) \sum \frac{C_{\lambda}}{\left(x_{\lambda}-z\right)\left(x_{\lambda}-m^{2}\right)}, \tag{B.3}
\end{align*}
$$

${ }^{72}$ In this case the convergence of the products follows from the at most exponential growth of $f(z)$ in infinity, its reality for real $z$, and properties of Blaschke products, see, e.g., R. Nevanlinna, Eindeutige Analytische Funktionen (Springer-Verlag, Berlin, Germany, 1953), Chap. VII.
${ }^{73}$ This is an adaption of the Phragmen-Lindelöf theorem, see footnote 72, p. 44.
${ }^{74}$ See, e.g., J. A. Shohat and J. D. Tamarkin, The Problem of Moments (American Mathematical Society, New York, 1943), p. 23.
where $C_{\lambda}>0$ and $x_{\lambda}$ are CDD zeros. The condition $\left.\left(m^{2}-z\right) f_{r}(z)\right|_{z=m^{2}}=1$ gives

$$
\begin{equation*}
B+\int_{4 m^{2}}^{\infty} \frac{\tilde{\Pi}(t) P(t)}{\left(t-m^{2}\right)^{2}} d t+\sum \frac{C_{\lambda}}{\left(x_{\lambda}-m^{2}\right)^{2}}=1 . \tag{B.4}
\end{equation*}
$$

Equations (B.3) and (B.4) give (102) and (103) if nonCDD zeros are absent, i.e., $P(t) \equiv 1$. The behavior of $f(z)$ in infinity is

$$
f(z) \rightarrow P(z) \cdot\left(m^{2}-z\right)^{-1} \cdot B^{-1} \quad \text { if } \quad B \neq 0,
$$

and if $B=0$

$$
f(z) \rightarrow P(z)\left[\int_{4 m 2}^{\infty} \frac{\tilde{\Pi}(t) P(t) d t}{\left(t-m^{2}\right)}+\sum \frac{C_{\lambda}}{x_{2}-m^{2}}\right]^{-1}
$$

if the sum and integral exist, or

$$
\begin{aligned}
f(z) \rightarrow P(z)\left[\left(m^{2}-z\right) \int_{4 m^{2}}^{\infty}\right. & \frac{\tilde{\Pi}(t) P(t) d t}{\left(t-m^{2}\right)(t-z)} \\
& \left.\quad+\left(m^{2}-z\right) \sum \frac{C_{\lambda}}{\left(x_{\lambda}-2\right)\left(x_{\lambda}-m^{2}\right)}\right]^{-1}
\end{aligned}
$$

otherwise, which will be $P(z)$ times a factor that goes to zero not as strongly as $z^{-1}$. This shows the way in which the behavior of $f(z)$ in infinity and the number of nonCDD zeros are strictly correlated. ${ }^{75}$

If $I>1$ in (105), but $\tilde{\Pi}(t)$, considered as primary quantity, vanishes so strongly in infinity that integrals as in (B.4) converge, it might be possible to satisfy (B.4) by choosing zeros of $P(t)$ in the region where $\tilde{\Pi}(t)$ is not small. In this case a subtracted form of $f(z)$ is defined by (B.1) and (B.3). If, however, $I>1$ and $\tilde{\Pi}(t)$ is not $0\left(t^{-1}\right)$, no such possibility exists.

If $\tilde{\Pi}(t)$ is considered given, $f_{r}(z)$ will only have CDD zeros at freely chosen points, and the nonCDD zeros determined by $P(z)$ can be chosen real and positive.

[^33]
# On the Analytic Properties of Partial Wave Amplitudes in Yukawa Potential Scattering 

Daniel I. Fivel and Abraimam Klein*<br>University of Pennsylvania, Philadelphia, Pennsylvania

(Received March 22, 1960)


#### Abstract

A new proof is given of the dispersion relation for the $l$ th partial wave amplitude when the potential is of the Xukawa form or (by obvious extension) a suitable linear combination of such forms. The requisite analyticity properties are obtained by rewriting the integral equation for the quantity $f_{l}(k, r)$, which is related to the $l$-wave amplitude, as a Volterra equation on a finite interval in which the contribution from the asymptotic part of the integral is absorbed into the inhomogeneous term. The Born series for the inhomogeneous term is analytically continued termwise into the cut complex-wave-number plane and the uniform convergence of the series is then established utilizing approximations which apply in the asymptotic region. The properties of $f_{l}(k, r)$ then follow from a well-known theorem on Volterra equations.


## I. INTRODUCTION

IN a preceding paper ${ }^{1}$ one of the authors presented a derivation of the Mandelstam representation for Yukawa potential scattering. In establishing the requisite analyticity character of the scattering amplitude for infinite complex wave number, it was necessary to proceed via an investigation of the behavior of the partial wave projections. This investigation was conducted rigorously only for the $l=0$ wave, but an analysis for higher $l$ has been given by Martin. ${ }^{2,3}$ While previously the knowledge of partial wave properties assumed an auxiliary character, examination of the field theoretic applications of the Mandelstam representation ${ }^{4}$ suggests that it be regarded as of primary significance. In the present note we shall present a new derivation of the $l$ th wave dispersion relation for Yukawa potential scattering which provides considerable clarification of the mathematical difficulties involved. In particular it will be shown that the required analyticity properties depend only on the behavior of solutions of the radial equations in regions where the complexities associated with $l>0$ disappear.

## II. STATEMENT OF THE PROBLEM

The radial Schrödinger equation for the $l$ th partial wave $\phi_{l}(k, r)$ corresponding to a potential $V(r)$ is

$$
\begin{equation*}
\left\{d^{2} / d r^{2}+k^{2}-V(r)-l(l+1) / r^{2}\right\} \phi_{l}(k, r)=0, \tag{1}
\end{equation*}
$$

where $\hbar=2 m=1$ and $k$ is the wave number. $\phi_{l}(k, r)$ obeys the boundary condition $\phi_{l}(k, 0)=0$, but may be conveniently expressed in terms of a solution $f_{l}(k, r)$ satisfying the asymptotic boundary condition

$$
\begin{equation*}
f_{l}(k, r) \rightarrow \exp \left[-i\left(k r-\frac{1}{2} l \pi\right)\right], r \rightarrow \infty . \tag{2}
\end{equation*}
$$

[^34]In fact,
$\phi_{l}(k, r)=\left(-i^{l} / 2 i k\right)(2 l+1) f_{l}^{-1}(-k)$

$$
\begin{equation*}
\times\left\{f_{l}(-k) f_{l}(k, r)-(-)^{l} f_{l}(k) f_{l}(-k, r)\right\}, \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{l}(k) \equiv \lim _{r \rightarrow 0} \frac{(2 k r)^{l}}{(l, l)} f_{l}(k, r), \quad(l, m) \equiv \frac{(l+m)!}{(l-m)!m!} . \tag{4}
\end{equation*}
$$

One then obtains for the asymptotic form of $\phi_{l}(k, r)$
$\phi_{l}(k, r) \xrightarrow{r \rightarrow \infty}-\frac{i^{l}}{-}(2 l+1) \exp \left[i \delta_{l}(k)\right] \sin \left[k r-\frac{1}{2} l \pi+\delta_{l}(k)\right]$,
with

$$
\begin{equation*}
\exp \left[2 i \delta_{l}(k)\right]=f_{l}(k) / f_{l}(-k) . \tag{6}
\end{equation*}
$$

In the present study we shall investigate the analytic properties of $f_{l}(k)$ for the Yukawa potential

$$
\begin{equation*}
V(r)=\lambda e^{-\mu r / r} \tag{7}
\end{equation*}
$$

This will then enable us to write a dispersion relation for the $l$-wave scattering amplitude

$$
\begin{equation*}
A_{l}(k)=(2 i k)^{-1}\left[\exp \left[2 i \delta_{l}(k)\right]-1\right] . \tag{8}
\end{equation*}
$$

## III. ANALYTIC PROPERTIES OF $f_{l}(k)$

In this section it will be proved that (A) $f_{l}(k)$ is an analytic function of $k$ in the entire $k$ plane excluding a branch cut (denoted $\Omega$ ) which consists of the half-line $k=i \mu / 2 \rightarrow i \infty$.

Statement (A) as restricted to $\operatorname{Im} k<0$ is well known for a very wide class of potentials including the Yukawa potential. In fact when $V(r)$ satisfies

$$
\int_{0}^{\infty} r|V(r)| d r<\infty, \quad \int_{0}^{\infty} r^{2}|V(r)| d r<\infty,
$$

it has been shown ${ }^{\text {² }}$ that $f_{l}(k)$ is analytic in $\operatorname{Im} k<0$ and

[^35]approaches unity as $|k| \rightarrow \infty$. The zeros of $f_{l}(k)$ are the eigenvalues of (1) and may occur only for $k=-i K$ with $K>0$. Since neither $k=0$ or $k=-i \infty$ can be an accumulation point of zeros of $f_{l}(k),{ }^{5}$ the analyticity of $f_{l}(k)$ in $\operatorname{Im} k<0$ implies that the number of eigenvalues is finite.
It is noteworthy that only the properties of $f_{l}(k)$ in $\operatorname{Im} k \leqslant 0$ are needed to establish the Levinson theorem and the Levitan-Gel'fand formalism ${ }^{5}$ for the construction of potentials from phase shifts and bound-state data. On the other hand, the derivation of a useful dispersion relation for $A_{l}(k)$ will require an excursion into the murkier reaches of the upper half $-k$ plane, where the assumption of Yukawa-like behavior of the potential becomes crucial.
It is convenient to introduce the function $h_{l}(\rho)$ related to the spherical Hankel function of the second kind
\[

$$
\begin{equation*}
h_{l}(\rho)=-i \rho h_{l}{ }^{(2)}(\rho)=(l, l) /(2 \rho)^{l} \kappa_{l}(\rho) e^{-i \rho}, \tag{9a}
\end{equation*}
$$

\]

where $\kappa_{l}(\rho)$ are polynomials of degree $l$ in $\rho$ :

$$
\begin{equation*}
\kappa_{l}(\rho)=\sum_{m=0}^{l} \frac{(l, l-m)}{(l, l)}(2 i \rho)^{m} ; \tag{9b}
\end{equation*}
$$

and to define the function

$$
\begin{equation*}
\mathfrak{F}_{l}(k, r)=\left[(2 k r)^{l} /(l, l)\right] e^{i k r} f_{l}(k, r), \tag{10}
\end{equation*}
$$

so that

$$
\begin{align*}
& \mathfrak{F}_{l}(k, r) \rightarrow f_{l}(k) \text { as } r \rightarrow 0 \\
& \mathfrak{F}_{l}(k, r) \rightarrow \kappa_{l}(k r) \text { as } r \rightarrow \infty . \tag{11}
\end{align*}
$$

Equations (k), (2), and (10) imply
$\mathscr{F}_{l}(k, r)=\kappa_{l}(k r)+\int_{r}^{\infty} \mathcal{G l}_{l}{ }^{(0)}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) \mathscr{F}_{l}\left(k, r^{\prime}\right) d r^{\prime}$,
where
$\mathcal{S}_{l^{(0)}}^{(0)}\left(k ; r, r^{\prime}\right)=\left\{\begin{array}{c}0: r^{\prime} \leqslant r \\ \frac{(-)^{l}}{2 i k}\left(\frac{r}{r^{\prime}}\right)^{l} \exp \left[-i k\left(r^{\prime}-r\right)\right] \\ \times\left[h_{l}(k r) h_{l}\left(-k r^{\prime}\right)\right. \\ \left.-h_{l}(-k r) h_{l}\left(k r^{\prime}\right)\right]: r^{\prime} \geqslant r .\end{array}\right.$
Examination of (12) and (13) reveals that convergence difficulties are encountered for $\operatorname{Im} k \geqslant(\mu / 2)$ because of the divergent factor $\exp \left[-(\mu+2 i k)\left(r^{\prime}-r\right)\right]$ as $|k|\left(r^{\prime}-r\right) \rightarrow \infty$, i.e., as $|k| r^{\prime} \rightarrow \infty$ for finite $r$. On the other hand, the form of $\mathcal{G}_{l^{(0)}}\left(k ; r, r^{\prime}\right)$ may be considerably simplified for $|k| r^{\prime} \rightarrow \infty$. This suggests that we rewrite (12) in the form

$$
\begin{align*}
\mathfrak{F}_{l}(k, r)=\xi_{l}(R) & (k, r) \\
& +\int_{r}^{R} \mathcal{G}^{(0)}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) \mathscr{F}_{l}\left(k, r^{\prime}\right) d r^{\prime} \tag{14}
\end{align*}
$$

where

$$
\begin{align*}
& \xi_{l}^{(R)}(k, r)=\kappa_{l}(k r) \\
&  \tag{15}\\
& \quad+\int_{R}^{\infty} \mathscr{S}_{l}^{(0)}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) \mathscr{F}_{l}\left(k, r^{\prime}\right) d r^{\prime}
\end{align*}
$$

and $R>r$ is at our disposal. Since (14) is a Volterra equation on a finite interval, the Neumann series solution obtained from (14) satisfies ${ }^{6}$

$$
\begin{align*}
\left|\mathfrak{F}_{l}(k, r)\right| & \leq\left|\max _{r \leq r^{\prime} \leq R} \xi_{l}^{(R)}\left(k, r^{\prime}\right)\right| \\
& \times\left.\exp \right|_{r \leq r^{\prime} \leq R} \max ^{(0)}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) \mid(R-r) . \tag{16}
\end{align*}
$$

Since $\mathrm{g}_{l^{(0)}}\left(k ; r, r^{\prime}\right)$ vanishes like $r^{\prime}-r$ as $r^{\prime} \rightarrow r$ and is analytic in $k$ for finite $|k|$, it follows that $\left|\mathscr{F}_{l}(k, r)\right|$ is bounded in $k$ for $k$ in some finite region $K$ and $0 \leqslant r \leqslant R$, provided that $\left|\xi_{l}{ }^{(R)}(k, r)\right|$ is likewise bounded. If in fact $\xi_{l}{ }^{(R)}(k, r)$ were analytic in $k$ for a closed region $K$ and $0 \leqslant r \leqslant R$, the Neumann series for (14) would be term-wise analytic and uniformly convergent on the contour of $K$ thus implying the analyticity of $\mathfrak{F}_{l}(k, r)$ for $k \in K$.
In Sec. IV we shall establish the following:
(B) Given $\left|k_{0}\right|>0$, there exists $C \gg 1$ such that for $R=C /\left|k_{0}\right|, \quad \xi_{l}^{(R)}(k, r)$ can be analytically continued from the representation (15) on the real $k$ axis into the entire finite $k$ plane outside the circle $|k|=\left|k_{0}\right|$ exclusive of the cut $\Omega$.

The analytic continuations of $\xi_{l}(k, r)$ constructed for various $R$ say $C /\left|k_{0}\right|$ and $C /\left|k_{1}\right|$ clearly coincide for real $k$ with $|k| \geqslant \max \left(\left|k_{0}\right|,\left|k_{1}\right|\right)$, and hence throughout the common region of analyticity. Thus for all $k$ with $|k| \geqslant\left|k_{0}\right|:$

$$
\begin{align*}
& \mathscr{F}_{l}(k, 0)=\xi_{l}{ }^{\left(c / / k_{0} \mid\right)}(k, 0) \\
& +\int_{0}^{C / / k_{01}} \mathcal{G l}^{(0)}\left(k ; 0, r^{\prime}\right) V\left(r^{\prime}\right) \mathscr{F}_{l}\left(k, r^{\prime}\right) d r^{\prime} \\
& =\xi_{l}^{c /|k|}(k, 0) \\
& +\int_{0}^{C /|k|} \mathcal{G}_{l}^{(0)}\left(k ; 0, r^{\prime}\right) V\left(r^{\prime}\right) \mathfrak{F}_{l}\left(k, r^{\prime}\right) d r^{\prime} . \tag{17}
\end{align*}
$$

Hence the behavior as $|k| \rightarrow \infty$ of the continuation of $\mathscr{F}_{l}(k, 0)$ constructed for a fixed $R=C /\left|k_{0}\right|$ may be obtained from an analysis of

$$
\lim _{|k| \rightarrow \infty} \xi_{l}^{C /|k|}(k, 0)
$$

In Sec. IV we shall prove
(C) $\lim _{\substack{|k| \rightarrow \overrightarrow{i d}_{\infty}^{\infty} \\ \text { outside } \Omega}}\left|\xi_{l}^{(C /|k|)}(k, 0)-1\right|=o(\lambda|\ln k| /|k|)$.

[^36]Then from the second line of (17), the Born series for $\mathfrak{F}_{l}(k, 0)$ approaches its zeroeth term, i.e.,

$$
\begin{equation*}
\lim _{\substack{|k| \vec{l}, \underset{\sim}{\infty} \\ \text { outside } \Omega}}\left|\mathfrak{F}_{l}(k, 0)-1\right|=0(\lambda|\ln k| /|k|) \tag{18}
\end{equation*}
$$

Thus from (9) and (11)

$$
\begin{equation*}
\lim _{\substack{|k| \rightarrow \rightarrow \infty \\ \text { outside } \Omega}} f_{l}(k)=1+0(\lambda|\ln k| /|k|) \tag{19}
\end{equation*}
$$

We have therefore reduced the proof of (A) to a proof of (B) and (C) which we shall next undertake.

## IV. PROOF OF STATEMENTS (B) AND (C)

We shall investigate the Born series for $\xi_{l}{ }^{(R)}(k, r)$ obtained by integration of (15) with (12). Each term consists of factors of the form $\int_{R^{\infty}} \mathcal{G}_{l}{ }^{(0)}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right)$ $\times \kappa_{l}\left(k r^{\prime}\right) d r^{\prime}$ with $R=r$ in all but the first factor. Note that all variables of integration exceed $R$. After some rearrangement we may write

$$
\begin{align*}
& \int_{R}^{\infty} \mathcal{G}^{(0)}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) \kappa_{l}\left(k r^{\prime}\right) d r^{\prime} \\
& =e^{-2 i k(R-r)} \frac{\kappa_{l}[-k(d / d \mu)]}{\kappa_{l}(-k R)}\left\{\Lambda_{0}(k, r, R)\right. \\
& \quad \cdot R \int_{R}^{\infty}\left(\frac{r^{\prime}}{R}\right)^{-2 l}{ }_{\kappa_{l}}\left(-k r^{\prime}\right) \frac{\exp \left(-\mu r^{\prime}\right)}{r^{\prime}} d r^{\prime} \\
& \left.\quad+\lambda \kappa_{l}(-k r) A_{l}(\mu, k, R)\right\}, \tag{20}
\end{align*}
$$

where we have used

$$
\kappa_{l}(k r) e^{-\mu r}=\kappa_{l}(-k d / d \mu) e^{-\mu r}
$$

and defined

$$
\begin{align*}
\Lambda_{0}(k, r, R) \equiv & e^{i k(R-r)}\left[(-)^{l} / 2 i k R\right](r / R)^{\iota} \\
& \times\left[h_{l}(k r) h_{l}(-k R)-h_{l}(-k r) h_{l}(k R)\right], \tag{21}
\end{align*}
$$

and

$$
\begin{array}{r}
A_{l}(\mu, k, R) \equiv \frac{(-1)^{l}}{2 i k} \int_{R}^{\infty} \exp -i k\left(r^{\prime}-R\right)\left(\frac{R}{r^{\prime}}\right)^{l} \\
\times\left[h_{l}(k R) h_{l}\left(-k r^{\prime}\right)-h_{l}(-k R) h_{l}\left(k r^{\prime}\right)\right] \\
\times \exp \left(-\mu r^{\prime}\right) \frac{d r^{\prime}}{r^{\prime}} \tag{22}
\end{array}
$$

The form (20) is especially convenient for analytic continuation. It is shown in Appendix I that for real $k$,

$$
\begin{equation*}
A_{l}(\mu, k, R)=\int_{\mu}^{\infty} \frac{e^{-\alpha R} d \alpha}{\alpha(\alpha+2 i k)}\left\{\frac{\mu(\mu+2 i k)}{\alpha(\alpha+2 i k)}\right\}^{l} \tag{23}
\end{equation*}
$$

One observes that $A_{2}(\mu, k, R)$ is analytic in $k$ in the finite $k$ plane exclusive of the branch-cut $\Omega$. The first integral
in (20) is an entire function of $k$ and is conveniently rewritten

$$
\begin{align*}
& R \int_{R}^{\infty}\left(\frac{r^{\prime}}{R}\right)^{-2 l} \kappa_{l}\left(-k r^{\prime}\right) \frac{\lambda \exp \left(-\mu r^{\prime}\right)}{r^{\prime}} d r^{\prime} \\
& \quad=R \int_{\mu}^{\infty}\left(\frac{\mu}{\alpha}\right)^{2 l} \kappa_{l}\binom{k}{-\alpha R} \frac{e^{-\alpha R}}{\alpha} d \alpha \tag{24}
\end{align*}
$$

Thus

$$
\begin{align*}
& \int_{R}^{\infty} \mathcal{G}_{l}^{(0)}\left(k, r, r^{\prime}\right) V\left(r^{\prime}\right) \kappa_{l}\left(k r^{\prime}\right) d r^{\prime} \\
& =\lambda e^{-2 i k(R-r)} \frac{\kappa_{l}[-k(d / d \mu)]}{\kappa_{l}(-k R)} \\
& \times \int_{\mu}^{\infty} \Lambda_{l}(r, R, k, \mu, \alpha) e^{-\alpha R} d \alpha \tag{25}
\end{align*}
$$

where

$$
\begin{align*}
& \Lambda_{l}(r, R, k, \mu, \alpha) \\
& \begin{aligned}
&=- \\
&=\left(\frac{\mu}{\alpha}\right)^{l}[ {\left[\Lambda_{0}(k, r, R) \kappa_{l}(-k \alpha R / \mu) R\left(\frac{\mu}{\alpha}\right)^{l}\right.} \\
&\left.+\kappa_{l}(-k r)(\mu+2 i k)^{l} /(\alpha+2 i k)^{l+1}\right]
\end{aligned}
\end{align*}
$$

For $|k| R \gg 1,+\operatorname{Im} k>0$ we obtain from (21) the useful approximation
$\Lambda_{l}(r, R, k, \mu, \alpha)$

$$
\begin{equation*}
\cong-\frac{1}{\alpha}\left(\frac{\mu}{\alpha}\right)^{l} \kappa_{l}(-k r)\left[-\frac{1}{2 i k}+\frac{(\mu+2 i k)^{l}}{(\alpha+2 i k)^{l+1}}\right] \tag{27}
\end{equation*}
$$

The analytic continuation of (20) by means of (23) must now be applied to each term of the Born series for $\xi_{l}^{(R)}(k, r)$. The second Born approximation for example is

$$
\begin{align*}
& \lambda^{2} \frac{\exp [-2 i k(R-r)]}{\kappa_{l}(-k R)} \kappa_{l}\left(-k d / d \mu_{1}\right)_{\mu_{1}=\mu} \\
& \quad \times \int_{\mu_{1}}^{\infty} \frac{\exp (-\alpha R) d \alpha}{\alpha(\alpha+2 i k)}\left[\frac{\mu_{1}\left(\mu_{1}+2 i k\right)}{\alpha(\alpha+2 i k)}\right]^{l} \\
& \quad \times \int_{\mu}^{\infty} \Lambda_{l}(r, R, k, \mu+\alpha, \beta+\alpha) e^{-\beta R} d \beta \tag{28}
\end{align*}
$$

The series becomes

$$
\begin{align*}
&\left.\xi_{l}{ }^{(R)}(k, r)=\kappa_{l}(k r)+\frac{\exp [-}{} 2 i k(R-r)\right] \\
& \kappa_{l}(-k R)  \tag{29}\\
& \times \sum_{n=0}^{\infty} \lambda^{n+1} B^{(n)}(\mu, k, r, R)
\end{align*}
$$

where

$$
\begin{align*}
& B_{l}{ }^{(n)}(\mu, k, r, R) \\
& =\kappa_{l}\left[-k\left(d / d \mu_{1}\right)\right]_{\mu_{j}=\mu} \prod_{j=1}^{n} \\
& \quad \times \int_{\mu_{j}}^{\infty} \frac{\left(\mu_{j}+\sum_{\nu=1}^{j-1} \alpha_{\nu}\right)^{l}\left(\mu_{j}+2 i k+\sum_{\nu=1}^{j-1} \alpha_{\nu}\right)^{l} e^{-\alpha_{j} R} d \alpha_{j}}{\left(\sum_{\nu=1}^{j} \alpha_{\nu}\right)^{l+1}\left(2 i k+\sum_{\nu=1}^{j} \alpha_{\nu}\right)^{l+1}} \\
& \quad \times \int_{\mu}^{\infty} \Lambda_{l}\left(r, R, k, \mu+\sum_{\nu=1}^{n} \alpha_{\nu}, \alpha+\sum_{\nu=1}^{n} \alpha_{\nu}\right) e^{-\alpha R} d \alpha . \tag{30}
\end{align*}
$$

where

$$
\mu_{j}=\mu+\delta_{j 1}\left(\mu_{1}-\mu\right)
$$

To establish the convergence of (29) for finite $|k|$ it suffices to prove convergence for the expression obtained from (29) and (30) by the replacement

$$
\sum_{n=0}^{\infty} \prod_{j=1}^{n} \rightarrow \sum_{n=N_{0}}^{\infty} \prod_{j=N_{0}}^{\infty} ; \quad N_{0}=\left[\frac{2|\operatorname{Im} k|}{\mu}\right]+1
$$

$[a]=$ smallest integer $>a$. With this replacement it is clear that since

$$
\sum_{v=1}^{j} \alpha_{v} \geqslant j \mu \geqslant 2 \operatorname{Im} k \quad \text { for all } j \geqslant N_{0}
$$

then

$$
\begin{equation*}
\left|\frac{\left(\mu_{j}+\sum_{\nu=1}^{j-1} \alpha_{\nu}\right)}{\left(\sum_{\nu=1}^{j} \alpha_{\nu}\right)} \frac{\left(\mu_{j}+2 i k+\sum_{\nu=1}^{j-1} \alpha_{\nu}\right)}{\left(2 i k+\sum_{\nu=1}^{j} \alpha_{\nu}\right)}\right| \geqslant 1 . \tag{31}
\end{equation*}
$$

Now we note that if $R$ is chosen such that $\mu R$ is sufficiently large, the principal contributions to the integrals over $\alpha$ and $\alpha_{j}\left(j=N_{0} \cdots, n\right)$ in (30) arise from $\alpha_{\nu} \cong \mu_{\nu}$, $\nu=1, \cdots, j$. Furthermore, the principal contributions to the derivative $d / d \mu$ arise from the exponential $\exp (-\mu R)$. If we then choose $R$ so large that these approximations and in addition (27) are valid, we obtain

$$
\begin{align*}
& \left|B^{\left(n \geqslant N_{0}\right)}(\mu, k, r, R)\right| \leqslant \text { const } \prod_{i=N_{0}}^{n} \\
& \times\left.\left|\frac{e^{-\mu R}}{(j \mu R)(2 i k+j \mu)}\right|\right|_{l}(-k r) \frac{e^{-\mu R}}{(n+1) \mu R} \\
& \left.\times\left(-\frac{1}{2 i k}+\frac{1}{2 i k+(n+1) \mu}\right) \right\rvert\, \leqslant C\left(N_{0, \mu, k, r)}\right. \\
& \quad \times\left[n!\left(n-N_{0}\right)!\right]^{-1}\left|\frac{1}{\mu^{2} R} e^{-\mu R}\right|^{n} \tag{32}
\end{align*}
$$

where $C\left(N_{0}, \mu, k, r\right)$ is bounded for finite $r$ and finite $|k|$ exclusive of $\Omega$. From (32) we may conclude that for finite $k$ outside $\Omega,|k| \geqslant\left|k_{0}\right|, R=C /\left|k_{0}\right|$ and $C$ sufficiently large that the remarks following (31) are applicable, (29) converges to an analytic function. It must be remarked also that $C$ is to be chosen such that $\kappa_{l}(-k R)$ has no zeros for $|k| R \geqslant C$. This is of course possible for finite $l$. The proof of statement $(B)$ is now complete.

In Appendix II it is shown that the product of the left side of (31) for $j=1,2, \cdots n$ is majorized by $a^{n}$, where $a$ is a constant independent of $k$ excluding an arbitrarily small band enclosing $\Omega$. Examination of the series (29) for $R=C /|k|$ then shows that $C$ can be chosen sufficiently large that the remarks following (31) apply. One thus obtains:

$$
\begin{align*}
& \lambda^{n+1}\left|B_{l}^{(n)}(\mu, k, 0, C /|k|)\right| \\
& \leqslant\left|C_{l}^{\prime}(\mu, C)\right|^{n+1} \prod_{j=1}^{n+1}\left|\int_{\mu}^{\infty} \frac{\lambda d \alpha_{j}}{\left(\sum_{\nu=1}^{j} \alpha_{\nu}\right)\left(2 i k+\sum_{\nu=1}^{j} \alpha_{\nu}\right)}\right| \tag{33}
\end{align*}
$$

where $C_{l}{ }^{\prime}(\mu, C)$ is a bounded function of $\mu$ and $C$. The last factor is precisely that which is encountered for the case $l=0$ and is easily shown to satisfy the inequality for large $|k|$ :

$$
\begin{equation*}
\prod_{j=1}^{n+1}\left|\int_{\mu}^{\infty} \frac{\lambda d \alpha_{j}}{\left(\sum_{\nu=1}^{j} \alpha_{\nu}\right)\left(2 i k+\sum_{\nu=1}^{j} \alpha_{\nu}\right)}\right| \leqslant\left(\frac{\lambda \ln |k|}{|k|}\right)^{n+1} \tag{34}
\end{equation*}
$$

Substitution of (33) and (34) into (29) yields

$$
\begin{equation*}
\lim _{\substack{|k| \vec{\rightarrow}^{\infty} \\ \text { outside } \Omega}} \xi_{l}^{(C /|k|)}(k, 0)=1+0\left(\frac{\lambda \ln |k|}{|k|}\right) \tag{35}
\end{equation*}
$$

which concludes the proof of Statements (C).

## V. CONCLUSIONS

It has now been established that for a Yukawa potential the $l$-wave scattering amplitude $A_{l}(k)$ is analytic in the upper half $k$ plane, except for a branch cut on the imaginary $k$ axis extending from $k=i \mu / 2$ to $k=i \infty$ and a finite number of poles, also on the imaginary $k$ axis, corresponding to the bound states. The difference between $A_{l}(k)$ and its first Born approximation $A_{l}{ }^{(0)}(k)$ may then be shown to have the branch cut from $k=i \mu$ to $k=i \infty$. Application of Cauchy's theorem to $A_{l}(k)-A_{l}{ }^{(0)}(k)$ in the variable $s=k^{2}$ with the contour of Fig. 1 produces the dispersion relation

$$
\begin{align*}
& A_{l}\left(s^{\frac{1}{2}}\right)-A_{l}{ }^{(0)}\left(s^{\frac{1}{2}}\right) \\
& =\sum_{i} C_{l i} /\left(s-s_{l i}\right)+\frac{1}{\pi} \int_{0}^{\infty} \frac{\operatorname{Im} A_{l}\left(s^{\frac{1}{2}}\right)}{s^{\prime}-s} \\
&  \tag{36}\\
& \quad+\frac{1}{\pi} \int_{-\infty}^{-\mu 2} \frac{\operatorname{Im}\left\{A_{l}\left(s^{\prime \frac{1}{2}}\right)-A_{l}^{(0)}\left(s^{\prime \frac{1}{2}}\right)\right\}}{s^{\prime}-s} d s^{\prime}
\end{align*}
$$



Fig. 1. Contour for Cauchy integral for $A_{l}\left(s^{1}\right)$.
where

$$
A_{l}{ }^{(0)}\left(s^{\frac{1}{2}}\right)=(-\lambda / 2 s) Q_{l}\left[\left(\mu^{2}+2 s\right) / 2 s\right],
$$

$Q_{l}(v)$ are Legendre functions of the second kind

$$
\begin{aligned}
Q_{0}(\nu) & =\frac{1}{2} \ln (\nu+1 / \nu-1) \\
(l+1) Q_{l+1}(\nu) & =(2 l+1) \nu Q_{l}(\nu)-l Q_{l-1}(\nu)
\end{aligned}
$$

- and $C_{i}$ are residues at the bound state energies $s_{l i}$.


## APPENDIX I

$$
\begin{array}{r}
A_{l}(k, \mu, r) \equiv \frac{1}{2 i k} \int_{r}^{\infty}\left(\frac{r}{r^{\prime}}\right)^{l} \sum_{m, n=0}^{l} \frac{(l, m)(l, n)}{(2 i k r)^{m}\left(2 i k r^{\prime}\right)^{n}} \\
\times\left\{(-1)^{n}-(-1)^{m} \exp \left[-2 i k\left(r^{\prime}-r\right)\right]\right\} \\
\times \frac{\exp \left(-\mu r^{\prime}\right)}{r^{\prime} d r^{\prime}} . \tag{I.1}
\end{array}
$$

If $2 \operatorname{Im} k<\mu$, successive integrations by parts yield the relation

$$
\begin{aligned}
& \int_{r}^{\infty} \frac{r^{m}}{r^{\prime n}} \exp \left[-2 i k\left(r^{\prime}-r\right)-\mu r^{\prime}\right] \frac{d r^{\prime}}{r^{\prime}} \\
& =\frac{(-1)^{n}}{n!}(\mu+2 i k)^{n}\left\{(-1)^{m} m!\int_{\mu}^{\infty} \frac{e^{-\alpha r} d \alpha}{(\alpha+2 i k)^{m+1}}\right. \\
& \quad+\sum_{\lambda=1+\min (n, m)}^{\max (n, m)}(-1)^{\lambda}(\mu+2 i k)^{-\lambda}
\end{aligned}
$$

$$
\begin{equation*}
\left.\times(\lambda-1)!e^{-\mu r} r^{m-\lambda}\right\} \tag{I.2}
\end{equation*}
$$

If we introduce (I.2) into (I.1) and simplify, we obtain from those terms arising from the first term of (I.2)

$$
\begin{align*}
& \int_{\mu}^{\infty} \frac{e^{-\alpha \tau} d \alpha}{\alpha(\alpha+2 i k)}\left\{\frac{\mu(\mu+2 i k)}{\alpha(\alpha+2 i k)}\right\}^{l} \sum_{m=0}^{l}\binom{l+m}{m} \\
& \times\left\{y^{m}(1-y)^{l+1}+y^{l+1}(1-y)^{n}\right\} \tag{I.3}
\end{align*}
$$

where $y=(-\alpha / 2 i k)$. The summation in (I.3) is unity for arbitrary $y$. The contributions to (I.1) from the second term of (I.2) yield a polynomial

$$
\sum_{v=1}^{2 l} \sum_{j=0}^{2 l-v} C_{v j} r^{\nu}(\mu / 2 i k)^{j},
$$

in which the coefficients are various sums of products of binomial coefficients all of which are readily proven to vanish. Thus

$$
\begin{equation*}
A_{l}(k, \mu, r)=\int_{\mu}^{\infty} \frac{e^{-\alpha r} d \alpha}{\alpha(\alpha+2 i k)}\left\{\frac{\mu(\mu+2 i k)}{\alpha(\alpha+2 i k)}\right\}^{l} . \tag{I.4}
\end{equation*}
$$

## APPENDIX II

The proof of the following inequality is required in the text:

$$
\begin{equation*}
\left|\prod_{j=1}^{n}\left(\frac{\mu+\sum_{\nu=1}^{j-1} \alpha_{\nu}}{\sum_{\nu=1}^{j} \alpha_{\nu}}\right)\left(\frac{\mu+2 i k+\sum_{\nu=1}^{j-1} \alpha_{\nu}}{2 i k+\sum_{\nu=1}^{j} \alpha_{\nu}}\right)\right| \leqslant a^{n} \tag{II.1}
\end{equation*}
$$

for arbitrary $k$ excluding $\Omega$, where $a$ is a constant independent of $k$. For $2 \operatorname{Im} k \leqslant \mu$ the left side is majorized by unity (obtained by setting $\alpha_{j}=\mu$ for all $j$ ). Now suppose $2 \operatorname{Im} k \geqslant \mu$. The left side of (II.1) can be written

$$
\begin{equation*}
\left.\left|\frac{\mu(\mu+2 i k)}{\zeta_{n}\left(\zeta_{n}+2 i k\right)}\right| \prod_{j=1}^{n-1} \frac{\left(\mu+\zeta_{j}\right)\left(\mu+2 i k+\zeta_{j}\right)}{\zeta_{j}\left(2 i k+\zeta_{j}\right)} \right\rvert\, \tag{II.2}
\end{equation*}
$$

where

$$
\zeta_{j}=\sum_{\nu=1}^{j} \alpha_{j} \geqslant j \mu .
$$

Clearly

$$
\left|\frac{\mu+\zeta_{j}}{\zeta_{j}}\right| \leqslant 2 .
$$

The maximum of

$$
\left|\frac{\mu+2 i k+\zeta_{j}}{2 i k+\zeta_{j}}\right|
$$

occurs for

$$
\zeta_{j}-2 \operatorname{Im} k=\frac{\left[-\mu+\left\{\mu^{2}+16(\operatorname{Re} k)^{2}\right\}^{\downarrow}\right]}{2}
$$

and applying $\left(a^{2}+b^{2}\right)^{2} \leqslant|a|+|b|$ one obtains

$$
\left|\frac{\mu+2 i k+\zeta_{j}}{2 i k+\zeta_{j}}\right| \leqslant 2\left(1+\frac{\mu}{4(\operatorname{Re} k)}\right)<\infty
$$

provided that $|\operatorname{Re} k| \geqslant \epsilon>0$. The maxima of $\mid \mu(\mu+2 i k) /$ $\zeta_{n}\left(\zeta_{n}+2 i k\right) \mid$ occur when $\zeta_{n}=\mu$ and

$$
\zeta_{n}=\frac{3 \operatorname{Im} k+\left\{(\operatorname{Im} k)^{2}-8(\operatorname{Re} h)^{2}\right\}^{2}}{2}
$$

In the first case the value is unity. In the second case
suppose first that $\operatorname{Im} k \leqslant N|\operatorname{Re} k|$, where $N \gg 2 \sqrt{2}$. Then

$$
\left|\frac{\mu(\mu+2 i k)}{\zeta_{n}\left(\zeta_{n}+2 i k\right)}\right| \leqslant \sim N / 2 .
$$

On the other hand, if $\operatorname{Im} k \geqslant N|\operatorname{Re} k|$ then the second maximum occurs at $\zeta_{n} \cong 2 \operatorname{Im} k$, where its value is majorized by

$$
\mu / 2|\operatorname{Re} k|<\infty \quad \text { if } \quad|\operatorname{Re} k| \geqslant \epsilon>0 .
$$

Thus taking $a=\max (N / 2, \quad 4(1+\mu / 4|\operatorname{Re} k|)$ (II.1) follows.
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#### Abstract

With the use of invariance principles in a systematic fashion, we shall derive not only new analytic formulations of the classical particle processes, those of transport theory, radiative transfer, random walk, multiple scattering, and diffusion theory, but, in addition, new computational algorithms which seem well fitted to the capabilities of digital computers. Whereas the usual methods reduce problems to the solution of systems of linear equations, we shall try to reduce problems to the iteration of nonlinear transformations.

Although we have analogous formulations of wave processes, we shall reserve for a second paper in this series a detailed and extensive treatment of this part of mathematical physics.
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## I. INTRODUCTION

THE classical equations of the processes of mathematical physics can be put in the form

$$
\begin{equation*}
u_{t}=T(u), \tag{1}
\end{equation*}
$$

where $u$ is a vector function of a space vector $p$, restricted to a region $R$, and the time $u=u(p, t)$. The operator $T$ is in many cases a linear partial differential operator, in some cases a linear integral operator, and if we insist upon realism, a nonlinear operator. The steadystate version is obtained by setting the vector $u_{t}$ equal to zero.

Since equations of this type usually have an infinite number of solutions, it is necessary to attach some further restrictions in order to single out a particular solution. To do this, we usually assign initial values,

$$
\begin{equation*}
u(p, 0)=v(p), \quad p \in R \tag{2}
\end{equation*}
$$

and boundary values

$$
\begin{equation*}
u(p, t)=w(p, t) \tag{3}
\end{equation*}
$$

for $p \epsilon B$, the boundary of $R$.
Problems of this nature have two types of difficulties associated, difficulties which are inseparably intertwined, those of analytic character and those of computational nature. Among the many methods which have been proposed is the theory of semigroups. The guiding ideas were first enunciated by Hadamard, and subsequently were systematically pursued by Hille and Yosida; see Hille and Phillips ${ }^{1}$ for a thorough exposition and many references. Classically, the semigroup concept has been exploited in the time domain. Our aim is to show that this basic method can be applied in a much wider area, using other physical variables of significance as semigroup variables.

If we use invariance principles in a systematic fashion, we shall derive not only new analytic formulations of the classical particle processes, those of transport theory, radiative transfer, random walk, multiple scattering, and diffusion theory, but, in addition, new computational algorithms which seem well fitted to the capabilities of digital computers. Whereas the usual methods reduce problems to the solution of systems of linear equations, we shall try to reduce problems to the iteration of nonlinear transformations.

Although we have analogous formulations of wave processes, ${ }^{2-4}$ we shall reserve for a second paper in this series a detailed and extensive treatment of this part of mathematical physics.

Our interest in the field of invariance principles was aroused by the elegant and fundamental work of Chandrasekhar in the theory of radiative transfer. ${ }^{5}$ His results, in turn, are generalizations of those of Ambarzumian who seems to have been the first to have consciously employed invariance principles in any significant fashion. ${ }^{6}$ Since then, in addition to our work, reference to which will be made later in the paper, there have been important contributions by Preisendorfer, ${ }^{7,8}$ Ramakrishnan, ${ }^{9}$ Redheffer, ${ }^{10}$ and Ueno. ${ }^{11-13}$

[^37]In addition, there are some unpublished results due to T. E. Harris.

Independently, functional equation techniques were introduced into the theory of branching processes, in particular, those arising in cosmic ray cascade theory and biological mutation, by Bellman and Harris, ${ }^{14,15}$ and Janossy. ${ }^{16}$ Surveys of the many results obtained over the last ten years may be found in Harris ${ }^{17,18}$ and Ramakrishnan. ${ }^{19}$ Also in the theory of dynamic programming, ${ }^{20}$ in connection with the treatment of minimization and maximization problems, we find a use of invariance principles and functional equations which is quite similar in spirit to what we shall find below in the treatment of purely descriptive processes.

In place of beginning with an abstract formulation of particle processes and an abstract presentation of the principles of invariant imbedding, we shall start with a study of a particular process, neutron transport and multiplication. The difference in formulation between the usual approach and that furnished by "invariant imbedding," as we shall call our systematic application of invariance principles, will readily be seen. Nevertheless, as we shall show, both are merely particular instances of a general approach.

Having gone through a spectrum of transport processes, steady-state and time-dependent, energy-independent and energy-dependent, one-dimensional and multi-dimensional, unchanging medium and Stefantype, we shall abstract the basic ideas of invariant imbedding.

Following this, we shall apply these techniques to the study of random walk and multiple scattering, to the study of radiative transfer and diffusion. Our treatment of these fields will be much briefer since much of what is done in the part devoted to neutron transport can easily be transcribed and applied in these other areas.

In what follows, we shall pursue a purely formal path, leaving aside all questions of existence, uniqueness, and so on. What is interesting, however, is that our approach enables us to handle many of these questions in a much simpler and straightforward way than that furnished by the conventional road.

Although we are in part motivated by a search for feasible computational techniques, we shall actually avoid any discussion of actual numerical techniques. In subsequent papers we shall treat these matters in great detail. Here we shall restrain ourselves to generalities.

[^38]The equations of invariant imbedding are related to the variational formulas of Hadamard type, expressing the dependence of the Green's function of a region upon the dimensions of the region. ${ }^{21}$

Finally, let us note that no previous knowledge of the equations of mathematical physics is required. All equations will be derived from first principles, directly from the mathematical model of the physical process.

## II. NEUTRON TRANSPORT AND MULTIPLICATION

## 1. Introduction

Let us begin our journey with the examination of a number of intriguing mathematical problems which arise in the study of various aspects of neutron transport and multiplication. A consideration of some of the many different hypotheses that can be made will give us an opportunity to display the versatility of the theory of invariant imbedding.

Our basic assumption is that a neutron is a point particle which is completely specified at any time by its direction of motion and its energy. These two properties determine its state. As the neutron traverses the medium within which the transport process takes place, it suffers certain changes of state (i.e., changes in energy and direction), as a result of interactions with the medium and with other neutrons. In addition, we have the relatively new and very important phenomenon of fission. Certain interactions can result in an increase in the number of neutrons, the fission process.

The probabilities of these events are measured by "cross sections" or "mean free paths." Occasionally, we shall talk in deterministic terms, and occasionally in stochastic terms, depending upon which is more convenient. The difference is more apparent than real, since the use of expected values in a stochastic model leads to a completely deterministic version based upon fluxes.

Within the framework of a mathematical model constructed along these lines, a model we shall make more precise in the following section, we wish to explain and predict the phenomenon of criticality, and to determine the internal and external fluxes as functions of the spatial dimensions, the time, and other parameters. Problems of this nature are of great complexity from the mathematical side, and thus of even greater fascination, even when greatly simplified physical models are used. When more realistic assumptions are made, the analytic aspects become truly formidable, and the problem of obtaining numerical results much more burdensome.

It is not to be expected that recondite scientific questions will yield readily to any single approach. Rather it is to be expected that with the aid of a battery of methods, each of which chips away at some of the obstacles in our path, we can eventually clear a road which will take us some distance toward our goal.

The classical equations of transport theory can be

[^39]effectively applied in a number of cases. Approximate methods of various degrees of efficacy and associated results may be found in the book by Davison. ${ }^{22}$ Rigorous discussion of these techniques can lead to quite complex analysis; see for example the papers by Lehner and Wing, ${ }^{23-26}$ Jorgens, ${ }^{27}$ and Pimbley. ${ }^{28}$

A number of questions can be studied by means of the mathematical theory of branching processes. The study of age-independent processes was begun by Harris, ${ }^{17,18}$ and Everett and Ulam, ${ }^{29}$ independently of each other. Essentially it reduces to the study of the iteration of power series, with probabilistic overtones. The theory of age-dependent branching processes, based upon the systematic usage of functional equations, was begun by Bellman and Harris, ${ }^{14,15}$ and independently by Janossy. ${ }^{16}$ Detailed expositions with many references will be found in the monograph by Harris, ${ }^{17}$ the expository papers by Harris, ${ }^{18}$ and Ramakrishnan. ${ }^{19}$

It is natural to construct simplified models in a situation characterized by severe mathematical difficulties and by physical complexity as well. The usual hope is that the exploration of these models will furnish valuable experience and that the understanding of these more transparent models will enable us to penetrate into the more obscure versions. However, as mentioned above, even apparently simple processes give rise to sophisticated analysis.

Furthermore, as we shall discuss repeatedly below, unless the problems are carefully formulated they cannot be resolved in numerical terms in any straightforward fashion. Our objective in the pages that follow is to formulate a variety of transport processes in a way which will permit us to obtain numerical solutions with the aid of digital computers. As is often the case in mathematics and physics, a significant improvement in computational technique requires a new conceptual and analytic approach.

It turns out that in the process of fulfilling one of our goals, numerical solution of problems, we obtain as byproducts a host of interesting and elegant analytic results, together with powerful methods for establishing existence and uniqueness theorems for the associated functional equations and for the classical functional equations of mathematical physics. Many of these equations are quite difficult to treat along conventional lines.

[^40]Our principal tool will be the theory of invariant imbedding. Rather than attempt to define precisely what turns out to be more a state of mind than anything else, we shall first give a number of applications of the methods. Subsequently, we shall try to distill the essence of these.

## 2. Simple Neutron Transport and Multiplication Process

Let us now describe a simple mathematical model of a neutron transport process with fission. Subsequently, we shall add a number of interesting features such as collision between neutrons, energy and time dependence, and so on. For the immediate purpose of illustrating both how the classical approach is made and how invariant imbedding techniques are used, there are great advantages to using the simplest possible version possessing certain structural properties.

As noted in the foregoing, we take the neutron to be a point particle, and we allow at the moment only onedimensional motion along a line, or part of a line. To simplify matters still further, we assume that there is no energy dependence. As this blithe, carefree neutron moves along the line, it may suffer a collision with the constituent elements of the line. Again to simplify the algebra, we suppose that only fission collisions occur, resulting in one neutron moving to the left and one to the right. This is the only type of interaction we shall allow between the neutron and the transport medium at the moment. Furthermore, we shall suppose that there are no neutron-neutron interactions.

To make this verbiage precise, let us consider a finite interval $[0, x]$ (the reason for this apparently loose usage of $x$ to designate an endpoint will be made clear subsequently; at the present, let us merely state that it is done with malice aforethought), a one-dimensional rod, with the following properties:
a. When a neutron traverses an infinitesimal length $\Delta$, in either direction, there is a probability $\sigma \Delta+o(\Delta)^{30}$ that fission will occur.
b. When fission occurs, two neutrons are produced, one going to the right and one to the left. Each of these has the same properties as the original neutron. (See Fig. 1.)
c. There is a probability $1-\sigma \Delta+o(\Delta)$ that no interaction occurs in $\Delta$, which means no change in the direction of the neutron.
d. When a neutron leaves the rod, it cannot return and it has no further effect upon the transport process.


Fig. 1. A rod of length $x$.

[^41]It would not be difficult to include absorption effects and collisions, which merely change direction, or to allow $R$ neutrons $R \neq 2$ out of a collision. Since these effects are treated subsequently in multiple scattering, radiative transfer, and random walk, we shall omit them here to keep the analytic details to an irreducible minimum.

The quantity $\sigma$ is called the "macroscopic cross section." Occasionally, we shall write it as $1 / \lambda$, where $\lambda$ is called the "mean free path." If the rod is homogeneous, these quantities are constant, otherwise we write $\sigma(y)$ and $\lambda(y)$ for the quantities associated with the interval $[y, y+\Delta]$.

We shall begin by considering steady-state neutron flux. The more general time-dependent case will be considered below. Let a unit flux of neutrons (that is, one neutron per unit time) be incident upon the right end of the rod, and let it be desired to determine the right and left fluxes at any internal point $y$, as well as the fluxes out at zero and $x$. We shall regularly refer to the latter as transmitted and reflected fluxes, respectively.

Our first formulation will be the classical one, resulting in simple versions of the linearized Boltzmann equation.

Introduce the functions
$u_{R}(y)=$ the expected number of neutrons going to the right at $y$ per unit time,
$u_{L}(y)=$ the expected number of neutrons going to the left at $y$ per unit time.
To obtain differential equations for $u_{R}$ and $u_{L}$, we apply simple conservation laws for the right- and lefthand flows at $y$. These are input-output equations expressing the fact that what goes out is the sum of what comes in and what is produced.

By virtue of our assumptions concerning the transport and fission process and the elementary laws of probability, we obtain the equations

$$
\begin{align*}
& u_{R}(y)=u_{R}(y-\Delta)(1-\sigma \Delta)+\left[u_{R}(y)+u_{L}(y)\right] \sigma \Delta+o(\Delta) \\
& u_{L}(y)=u_{L}(y+\Delta)(1-\sigma \Delta)+\left[u_{R}(y)+u_{L}(y)\right] \sigma \Delta+o(\Delta) \tag{2}
\end{align*}
$$

If we pass to the limit as $\Delta \rightarrow 0$, we obtain the system of differential equations

$$
\begin{align*}
& u_{R}^{\prime}(y)=\sigma u_{L}(y) \\
& u_{L}^{\prime}(y)=-\sigma u_{R}(y) \tag{3}
\end{align*}
$$

The boundary conditions are

$$
\begin{align*}
& u_{L}(x)=1  \tag{4}\\
& u_{R}(0)=0
\end{align*}
$$

These express the fact that there is an incident flux of unit strength at the point $x$, and the fact that there is no incident flux at the point 0 . Observe a property which we shall repeatedly stress: The physical process


Fig. 2. The fluxes under consideration.
automatically leads to a two-point boundary value problem when formulated in the foregoing way. The reason for discussing this fact will be discussed in detail later.

Finally, let us note that we can obtain the most general second order Sturm-Liouville equation from the foregoing process if we assume that right-hand motion at $y$ has a different mean-free path than left-hand motion and that these mean free paths vary with $y$.

## 3. Invariant Imbedding Approach-Metaphysical

We now wish to formulate the transport process described in the foregoing section in different terms. Our approach will be based upon the theory of invariant imbedding. What we wish to do is to imbed the particular process considered above within a family of processes of similar nature. Although this appears to complicate rather than simplify the problem, its justification lies in the fact that there will exist simple relations between various members of the family which can be utilized to determine the characteristics of a particular member of the family.
The fact that the structure, or anatomy, of a particular organism can be understood quite readily in terms of the comparative anatomy of a phylum is well established in the field of biology. In chemistry, the construction of the Mendelieff-Moseley periodic table of the elements was a decisive step forward. In mathematics, the method of continuity is one of the basic devices of analysis and geometry. It follows that in pursuing this approach, we are invoking a factotum of science.

Consider the way in which an experimental physicist might study neutron flux in a rod. Starting with a rod of fixed length, he would measure reflected and transmitted fluxes. Increasing or decreasing the length, measurement would be made of the corresponding quantities. The final data would consist of two curves, one the reflected flux as a function of the length of the rod, the other the transmitted flux. These would be functions of $x$, the length of the rod.

Our aim here is to carry out the analytic equivalent of this program. In order for these concepts to be meaningful, we must find a way of relating the reflected and transmitted flux for a rod of length $x$ with the corresponding fluxes for rods of different length. We propose then to consider the set of processes obtained by letting $x$ assume any positive value. Our choice of the symbol $x$ obviously presages this development.

One advantage of this approach as far as reduction of data is concerned is that it permits a direct comparison of analytic results with experimental results. The analytic and computational advantages will be discussed in
extenso after we have supplied some analytic content to this metaphysical discourse.

## 4. Invariant Imbedding Approach-Analytical

We begin by introducing the function
$u(x)=$ the expected number of neutrons reflected from $[0, x]$ per unit time as a result of an incident unit flux of neutrons per unit time at $x$. (See Fig. 2.)
Let us take $\Delta$ to be an infinitesimal. As the incident flux passes through the segment $[x-\Delta, x]$, some of the neutrons cause fission and others pass through unaffected to become incident upon $[0, x-\Delta]$. When a fission occurs in $\Delta$ one fission neutron emerges at $x$, while the other becomes a part of the incident flux at $x-\Delta$.
Some of the neutrons reflected from $[0, x-\Delta]$ may cause fission while passing through $[x-\Delta, x]$. The products of this fission yield a contribution to the reflected flux at $x$ and furnish another source of neutrons incident upon $[0, x-\Delta]$.

Fortunately, although the physical process and mathematical counterpart are exceedingly complex if account of all fissions and reflections is taken, this intricate bookkeeping is unnecessary if $\Delta$ is an infinitesimal. All other events, apart from those taken account of above, have a probability of occurrence of order $\Delta^{2}$ or higher. Hence, they can be neglected in the derivation of the differential equations for the expected flux $u(x)$. If we add up the various effects and their associated probabilities, we obtain the equation

$$
\begin{align*}
& u(x)=\sigma \Delta[1+u(x-\Delta)] \\
& +(1-\sigma \Delta)[u(x-\Delta)\{(1-\sigma \Delta) \\
&  \tag{2}\\
& \quad+\sigma \Delta[1+u(x-\Delta)]\}]+o(\Delta)
\end{align*}
$$

If we let $\Delta \rightarrow 0$, we derive the differential equation

$$
\begin{equation*}
u^{\prime}(x)=\sigma\left[1+u^{2}(x)\right], \quad u(0)=0 . \tag{3}
\end{equation*}
$$

This first-order nonlinear differential equation is called a Riccati equation. As we shall see, this type of quadratically nonlinear equation is characteristic of the equations derived by invariant imbedding techniques. In contrast, the classical equations are linear. Since we are describing the same process in different ways, there must be relations between the analytic descriptions. We shall obtain these later.
A further useful function is
$v(x)=$ the expected transmitted flux per unit time as a result of a unit flux per unit time incident at $x$.

The same reasoning as in the foregoing shows that $v(x)$ satisfies the equation

$$
\begin{equation*}
v^{\prime}(x)=\sigma u(x) v(x), \quad v(0)=1 . \tag{5}
\end{equation*}
$$

Observe that $u(x)$ satisfies a nonlinear differential equation whose solution is determined by an initial con-
dition as compared to the linear equations for $u_{R}(y)$ and $u_{L}(y)$, determined by a two-point condition.

## 5. Connection between the Two Approaches

It is clear that by suitable choice of $y$, we can obtain the functions $u(x)$ and $v(x)$ from the functions $u_{R}(y)$ and $u_{L}(y)$. Thus, if we make the dependence upon $x$ explicit, we have

$$
\begin{align*}
& u_{R}(y)=u_{R}(y ; x), \\
& u_{L}(y)=u_{L}(y ; x), \tag{1}
\end{align*}
$$

and

$$
\begin{align*}
u(x) & =u_{R}(x ; x), \\
v(x) & =u_{L}(0 ; x) . \tag{2}
\end{align*}
$$

Can we, however, derive the internal fluxes $u_{R}(y)$ and $v_{R}(y)$, given the functions $u(x)$ and $v(x)$ ?

To accomplish this, we combine both viewpoints. Consider Fig. 3.

To obtain a relation between $u_{R}(y), u_{L}(y)$, and $u(y)$, we consider a source of strength $u_{L}(y)$ per unit time at $y$. Then the steady-state relation is clearly

$$
\begin{equation*}
u_{R}(y)=u_{L}(y) u(y) \tag{3}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
u_{L}(y)=v(x-y)+u(x-y) u_{R}(y) . \tag{4}
\end{equation*}
$$

Hence, on solving for $u_{R}(y)$ and $u_{L}(y)$, we have

$$
\begin{align*}
& u_{R}(y)=u(y) v(x-y) /[1-u(y) u(x-y)] \\
& u_{L}(y)=v(x-y) /[1-u(y) u(x-y)] \tag{5}
\end{align*}
$$

It follows that we can consider $u(x)$ and $v(x)$ as fundamental functions from which all other functions can be derived.

## 6. Semigroup Properties ${ }^{31}$

Let us now obtain general relations connecting $u(x)$ and $v(x)$ with $u(y), v(y)$ and $u(x-y), v(x-y)$. The differential equations of Sec. 4 are particular cases of these relations.
Referring to Fig. 3 and tracing the multiply reflected and transmitted fluxes, we see that

$$
\begin{align*}
u(x)= & u(x-y)+v(x-y) u(y) v(x-y) \\
& +v(x-y) u(y) u(x-y) u(y) v(x-y)+\cdots \\
= & u(x-y)+\left\{v^{2}(x-y) u(y) /[1-u(y) u(x-y)]\right\} \tag{1}
\end{align*}
$$

and similarly

$$
\begin{equation*}
v(x)=v(x-y) v(y) /[1-u(y) u(x-y)] . \tag{2}
\end{equation*}
$$

Two values of particular interest are $y=\Delta$ and $y=x-\Delta$. The value $y=x-\Delta$ leads, as $\Delta \rightarrow 0$, to the


Fig. 3. Subdivision of a rod of length $x$.

[^42]

Fig. 4. Locations of source and observer.
foregoing differential equations, and the value $y=\Delta$ to Stokes' relations, ${ }^{32}$ a matter we shall discuss again later.

These results show that we can replace the solution of differential equations by the iteration of simple transformations. Consequently, these relations may be better suited for computational purposes than the foregoing differential equations.

## 7. A More General Imbedding

The foregoing results have essentially been consequences of the observation that the internal fluxes $u_{R}(y)$ and $u_{L}(y)$ are functions not only of $y$, the position at which they are measured, but also of $x$, the length of the rod. Hence, we should write, as already noted in Sec. 5,

$$
\begin{align*}
& u_{R}(y)=u_{R}(y ; x), \\
& u_{L}(y)=u_{L}(y ; x) . \tag{1}
\end{align*}
$$

Consider now the more general situation in which we measure the fluxes at $y$ resulting from a source at an internal point $z$. (See Fig. 4.) The right-hand flux at $y$ should now be denoted by $u_{R}(x, y, z)$ and the left-hand flux by $u_{L}(x, y, z)$. We are now at liberty to allow $x, y$, and $z$ to vary, either independently one at a time, or two at a time, or all three together.

We see then that there are at least three different ways in which we can imbed a particular process within a family of processes. Two of these, variation of $y$ and $z$, lead to linear equations with two-point boundary conditions, while the third, variation with respect to $x$, leads to a nonlinear equation with an initial value condition. Each has certain analytic and computational advantages. In any particular situation, we employ the formulation which is most convenient. ${ }^{33}$

## 8. Energy Dependence (Multigroup Theory) ${ }^{34}$

Let us now turn our attention to a more realistic mathematical model in which we assume that a neutron is characterized by an energy level as well as a direction. In so doing, we have our choice of either a continuous range of energies, or a finite set of discrete levels.

We have already discussed the continuous version. ${ }^{33}$ Let us concentrate upon the discrete version here, since this is a case of greater importance from the computational point of view. We shall begin, as before, with the conventional formulation.

[^43]The internal flux at $y$ is now described by two vectors

$$
u(y)=\left(\begin{array}{c}
u_{1}(y)  \tag{1}\\
u_{2}(y) \\
\vdots \\
u_{N}(y)
\end{array}\right), \quad v(y)=\left(\begin{array}{c}
v_{1}(y) \\
v_{2}(y) \\
\vdots \\
v_{N}(y)
\end{array}\right],
$$

where $N$ is the number of distinct energy levels or groups, $u_{i}(y)$ represents the flux of neutrons in the $i$ th level to the right, and $v_{i}(y)$ the corresponding flux to the left.

Generalizing the foregoing model of a neutron transport process, we suppose that various interactions such as absorption, fission and nonfission collisions and so on, result in neutrons at one energy level being transformed into neutrons at other levels.

We introduce four matrices

$$
\begin{equation*}
A=\left(a_{i j}\right), \quad B=\left(b_{i j}\right), \quad C=\left(c_{i j}\right), \quad D=\left(d_{i j}\right), \tag{2}
\end{equation*}
$$

where
$a_{i j} \Delta=$ the expected incremental number of neutrons at the $i$ th level in the right-hand flux at $y+\Delta$, per neutron at the $j$ th level in the right-hand flux at $y$,
to within terms of order magnitude $0(\Delta)$. Similarly, $b_{i j} \Delta$ denotes the incremental contribution from lefthand to right-hand flux, $c_{i j} \Delta$ from right-hand flux to left-hand flux, and $d_{i j} \Delta$ from left-hand flux to left-hand flux. It should be noted that in the completely isotropic case the matrices $A, B, C, D$ are closely related.

The usual conservation considerations lead to the equations

$$
\begin{align*}
& u_{i}(y+\Delta)-u_{i}(y)=\Delta \sum_{j=1}^{N} a_{i j} u_{j}(y) \\
& +\Delta \sum_{j=1}^{N} b_{i j} v_{j}(y)+0(\Delta)
\end{align*}, \begin{array}{r}
v_{i}(y)-v_{i}(y+\Delta)=\Delta \sum_{i=1}^{N} c_{i j} u_{j}(y) \\
 \tag{4}\\
+\Delta \sum_{j=1}^{N} d_{i j} v_{j}(y)+0(\Delta),
\end{array}
$$

for $i=1,2, \cdots, N$.
Letting $h \rightarrow 0$, we obtain the following vector-matrix equations:

$$
\begin{align*}
d u / d y & =A u+B v, \\
-(d v / d y) & =C u+D v, \tag{5}
\end{align*}
$$

for $0 \leq y \leq x$.
As before, let us suppose that no neutrons are incident at 0 , and there is a flux of intensity $b_{i}$ per unit time of neutrons in the $i$ th level at $x$. We thus obtain the twopoint boundary conditions

$$
\begin{equation*}
u(0)=0, \quad v(x)=b \tag{6}
\end{equation*}
$$

If the rod is inhomogeneous, the matrices $A, B, C$, and $D$ will depend upon $y$. Although there is no difference as far as the functional equation technique of invariant imbedding is concerned between the treatment of the homogeneous and inhomogeneous, the classical treatment is simplified by the assumption of constancy of $A, B, C$, and $D$. The discussion below applies equally to constant or variable matrices.

Let $W(y)$ be the matrix solution of

$$
\frac{d W}{d y}=\left[\begin{array}{cc}
A & B  \tag{7}\\
-C & -D
\end{array}\right] W, \quad W(0)=I .
$$

To solve (5) subject to (6), we suppose that $v(0)$ has the as yet unknown value $c$. Then, the solution of (5) can be written

$$
\left[\begin{array}{l}
u(y)  \tag{8}\\
v(y)
\end{array}\right]=W(y)\left[\begin{array}{l}
0 \\
c
\end{array}\right] .
$$

Write

$$
W(y)=\left[\begin{array}{ll}
W_{11}(y) & W_{12}(y)  \tag{9}\\
W_{21}(y) & W_{22}(y)
\end{array}\right],
$$

where each $W_{i j}$ is an $N \times N$ matrix. If we use the terminal condition $v(x)=b$, we obtain the equation

$$
\begin{equation*}
W_{22}(x) c=b, \tag{10}
\end{equation*}
$$

which determines the unknown vector $c$.

## 9. Computational Aspects

The determination of $c$ in (8.10) requires the solution of a system of $N$ linear equations in $N$ unknowns. In addition, we must determine the $N \times N$ matrix $W$ using the linear differential equation of footnote reference 7 . Fortunately, since the equation is linear, we can determine $W(x)$ one column at a time. Hence, instead of the simultaneous determination of $N^{2}$ functions, we can perform $N$ determinations of $N$ functions.

## 10. Reflection and Transmission Matrices

Let us now consider the foregoing process using invariant imbedding techniques. To that end we introduce the matrix $R(x)=\left[r_{i j}(x)\right]$, where
$r_{i j}(x)=$ the expected flux of neutrons in state $i$ reflected per unit time from a rod of length $x$ resulting from an incident flux at $x$ of unit intensity per unit time in state $j$.

The same type of reasoning employed in the onedimensional case yields the matrix equation

$$
\begin{align*}
& R(x+\Delta)=B \Delta+(I+A \Delta) R(x)(I+D \Delta) \\
& +R(x) C R(x) \Delta+0(\Delta) . \tag{2}
\end{align*}
$$

In the limit this yields the Riccati matrix equation

$$
\begin{equation*}
R^{\prime}(x)=B+A R+R D+R C R, \tag{3}
\end{equation*}
$$

with the initial condition $R(0)=0$.

In a similar fashion, if we introduce the transmission matrix $T(x)=\left[t_{i j}(x)\right]$, where
$t_{i j}(x)=$ the expected flux of neutrons in state $i$ transmitted per unit time through a rod of length $x$ resulting from an incident flux at $x$ of unit intensity per unit time in state $j$.
Then, we obtain as before

$$
\begin{equation*}
T^{\prime}(x)=T(D+C R) \tag{5}
\end{equation*}
$$

## 11. Computational Aspects

The determination of $R(x)$, by way of (10.3), requires the simultaneous integration of $N^{2}$ nonlinear equations with the initial value $R(0)=0$. This is a far more complicated operation than that of solving $N$ sets of $N$ linear equations, but, in recompense, it avoids the task of solving $N$ simultaneous linear equations.

Furthermore, let us note that once $R(x)$ has been determined, we have resolved the transport process, determination of internal and external fluxes, for a set of rods of increasing length. On the other hand, the conventional method based upon linear equations yields the solution for one length at a time.

## 12. Criticality

Let us turn to a discussion of one of the most important phenomena associated with neutron transport and multiplication, namely criticality. As the length of the rod increases, the intensity of internal and emergent flux increases and becomes infinite as a certain critical length is attained.

To determine the critical length for the energyindependent case, let us begin with the linear equations of Sec. 2. If we eliminate $u_{L}(y)$, we obtain the equation

$$
\begin{equation*}
u_{R}^{\prime \prime}(y)=\sigma u_{L}^{\prime}(y)=-\sigma^{2} u_{R}(y) \tag{1}
\end{equation*}
$$

We take $\sigma$ constant for simplicity. The general solution is

$$
\begin{equation*}
u_{R}(y)=c_{1} \sin \sigma y+c_{2} \cos \sigma y \tag{2}
\end{equation*}
$$

On using the two-point boundary conditions of (2.5), we readily obtain the equation

$$
\begin{equation*}
u_{R}(y)=\sin \sigma y / \cos \sigma x \tag{3}
\end{equation*}
$$

We see then that $u_{R}(y)$ and $u_{L}(y)$ are infinite for $0<y<x$ when $x=\pi / 2 \sigma$. This is the critical length for the simple neutron multiplication process we have set up.

On turning to the equation for the reflected flux obtained via invariant imbedding, we have

$$
\begin{equation*}
u^{\prime}(x)=\sigma\left(1+u^{2}\right), \quad u(0)=0 \tag{4}
\end{equation*}
$$

whence

$$
\begin{equation*}
u(x)=\tan \sigma x \tag{5}
\end{equation*}
$$

Once again, we see that $x=\pi / 2 \sigma$ is the critical length.
As pointed out by McGarvey, we can use (6.1) or (6.2) to obtain the critical length. In place of asking for the
value of $x$ which makes $u(x)$ infinite, it is sufficient to ask for the value of $x$ which makes $u(x)=1$, and then double $x$.

## 13. Criticality-Multigroup Case

It is in the determination of critical length in the energy-dependent case that the classical formulation encounters real trouble. To find the value of $x$ which yields infinite flux, we must solve the determinantal equation

$$
\begin{equation*}
\operatorname{det}\left[W_{22}(x)\right]=0 \tag{1}
\end{equation*}
$$

Let us note, once and for all, that when we speak of the critical value, we mean the smallest value of $x$ which yields an infinite flux. From the physical point of view, the problem of determining expected fluxes is meaningless when the length of the rod exceeds the critical value. The higher values of $x$ which yield infinite values are connected with the higher characteristic values associated with the two-point boundary-value problem. They do not appear to have any physical significance, although this is always a dangerous statement.

On the other hand, when we go over to a more sophisticated discussion concerning probabilities of fluxes of various intensity, and probability of fission, then it becomes quite significant to consider rods of greater than critical length. There are a number of interesting mathematical problems in this area which have been considered in detail by McGarvey, ${ }^{35}$ and Mullikin and Snow. ${ }^{36}$ We shall discuss them briefly below.

Returning to the equation in (1), we see that if $N$, the number of groups, is of any size, say 10 or 20 , the problem is not trifling. If $N=50$ or 100 , we cannot consider a solution along the foregoing lines to be satisfactory, for a number of reasons which are familiar to numerical analysts.

The invariant imbedding technique requires the integration of $N^{2}$ simultaneous differential equations which are quadratically nonlinear. This integration is pursued until some element in the matrix $R(x)$ becomes infinite. To begin with, let us discuss the dimensional aspects. A computation of this type for $N=10$ or 20 is completely routine for modern digital computers, and one of this nature for $N=50$ is large, but feasible. For the machines that will be operational within a few years, values of $N$ such as 100 or 200 will be routine.

Now let us turn to the integration of the differential equations until a singularity occurs. Clearly, this is not a routine operation if accuracy is desired. There are several things that we can do. First of all, we can observe that as $x$ approaches $x_{0}$, the critical value, we have an asymptotic behavior of the form

$$
\begin{equation*}
r_{i j}(x) \sim s_{i j} /\left(x-x_{0}\right) \tag{2}
\end{equation*}
$$

[^44]where $s_{i j} \geq 0$, and some $s_{i j}>0$. Hence
\[

$$
\begin{equation*}
1 / r_{i j}(x) \sim\left(x-x_{0}\right) / s_{i j} \tag{3}
\end{equation*}
$$

\]

when $s_{i j}>0$. This linear behavior can be used to predict the value of $x_{0}$ with great accuracy. Furthermore, the fact that there are $N^{2}$ functions $r_{i j}(x)$ will enable us to determine $x_{0}$ with even greater accuracy.

Secondly, we can use McGarvey's observation, pointed out in the section on criticality for the simple energyindependent case. In place of finding the first value of $x$ for which $R(x)$ is singular, we can ask for the first value of $x$ for which the matrix $R(x)$ has its largest characteristic root equal to one. If this value is $x_{1}$, the critical value will be $2 x_{1}$.

Since the matrix $R(x)$ is a positive matrix, or at least, nonnegative, we know that there will be one root of largest absolute value which is real. ${ }^{37}$ By slight perturbation of the transition matrices $A, B, C$, and $D$ we can actually ensure that all the entries in $R(x)$ are positive, which means that the root with largest absolute value will actually be positive.

There are now available a number of simple and efficient techniques for determining this root, the Perron root, of a positive matrix. Furthermore, since clearly $R(x)$ has monotonically increasing elements, we can use various interpolation methods to locate the position of this root very accurately. A large number of questions in the theory of branching processes can be reduced to the problem of determining the largest characteristic roots of positive operators; see Bellman-Harris, ${ }^{38}$ and Birkhoff. ${ }^{39}$

In any case, this method seems far superior to that of finding the roots of a determinantal equation of high degree. It would seem that invariant imbedding techniques have a distinct advantage as far as the determination of critical parameters is concerned.

## 14. Extrapolation over Multigroups

One way of determining the critical length with great accuracy is based upon the use of a large number of energy levels. It is reasonable to suspect that closer and closer values to the true value will be derived as we use finer and finer subdivisions of the energy range. Consequently, we can use the following extrapolation method. Solve the problem for $N=10$, for $N=20, N=30$, and so on, until we reach the limits of the computer. If we use the successive values obtained for the critical length, we can extrapolate to $N=\infty$, and thereby obtain a more precise value.

Here is where an analysis of the precise asymptotic form as $N \rightarrow \infty$ will be very valuable. With the aid of an analytic representation of the critical length as a function of $N$, we can use superior extrapolation procedures.

[^45]Of course, it is seldom possible to obtain cross sections and other physical parameters, as continuous functions. Hence the limiting case $N \rightarrow \infty$ is often of greater mathematical interest than it is of physical importance.

## 15. Multidimensional Transport TheorySlab Case

Leaving the physically cramped but mathematically comfortable confines of the one-dimensional, let us begin our investigation of the more significant multidimensional processes by considering a neutron transport process taking place in an infinite slab contained between the planes $y=0$ and $y=x$ in three space. As usual, surrounding the slab is a vacuum which means that a neutron leaving the slab at either boundary never returns. (See Fig. 5.)

A classical formulation of this problem leads in the isotropic case to the equation

$$
\begin{equation*}
\frac{1}{c} \frac{\partial f}{\partial t}+\mu \frac{\partial f}{\partial y}+\sigma f=\frac{k \sigma}{2} \int_{-1}^{1} f\left(x, \mu^{\prime}, t\right) d \mu^{\prime} \tag{1}
\end{equation*}
$$

Fig. 5. The incident and reflected fluxes.
where $c$ is the constant neutron velocity, $\sigma$ is the constant collision cross section, and $k$ is the average number of neutrons emerging from a collision. As usual, $\mu$ is the cosine of the angle between the direction of motion of the particle and the positive $y$ direction, and $f(y, \mu, t)$ is the density of neutrons at $y$ traveling in direction $\mu$ at time $t$.

There are boundary conditions at $y=0$ and $y=x$, arising from the fact that particles may not reenter the slab once they have emerged. In the steady-state situation, of the type we have so far been considering, (1) takes the form

$$
\begin{equation*}
\mu \frac{\partial f}{\partial y}+\sigma f=\frac{k \sigma}{2} \int_{-1}^{1} f\left(x, \mu^{\prime}, t\right) d \mu^{\prime} \tag{2}
\end{equation*}
$$

A rigorous treatment of Eqs. (1) and (2) requires deep analysis. ${ }^{23,24}$

Let us consider this problem using invariant imbedding techniques. To simplify our initial presentation,
let us return to neutrons which are independent of energy, but do, however, possess directions of motion. Assume, as indicated in Fig. 5 that there is a planeparallel flux in direction $\theta$ per unit area per unit time incident at $x$, and that we are given the various probabilities of absorption, scattering and fission collisions, and the resultant angular distribution of neutrons.

The type of reasoning used in the previous sections enables us to derive a functional equation of the form

$$
\begin{equation*}
\partial u / \partial x=T(u) \tag{3}
\end{equation*}
$$

where $T$ is a quadratic operation, for the function $u(x, \theta, \psi)=$ the reflected flux per unit area on the surface in the $\psi$ direction per unit time as a result of a unit incident flux per unit area on the surface per unit time. ${ }^{10}$
There is no need for us to go into the details for three reasons. In the first place, we shall derive similar equations below for cylindrical and spherical geometries. The second reason we shall discuss immediately below. Finally, we shall discuss this problem from another physical viewpoint in Sec. V.


Fig. 6. A stratified slab.

## 16. Equivalence of One-Dimensional EnergyDependent Cast and Angular-Dependent, Energy-Independent Slab Case

What is important is the observation that the transport process for a one-dimensional rod with energydependence is abstractly equivalent to the process for the slab with discrete angular dependence, but no energy dependence.

In both cases, we have a finite number of "states" and mechanisms for transforming a neutron from one state to another. Another advantage of this formulation lies in the fact that the inclusion of energy dependence in the slab merely increases the number of states, without at all changing the mathematical formulation.

## 17. Cylindrical Regions

The infinite slab is stratified by considering it to be composed of a series of strata of which the stratum between $y=x$ and $y=x-\Delta$ is typical (Fig. 6).
In analogous fashion, we can stratify other regions

[^46]

Fig. 7. A problem with cylindrical geometry.
with various types of symmetries. Consider, for our first example of this, an infinite cylindrical region, whose cross section $\sigma(r)$ is dependent only upon the radial coordinate $r$. Let us suppose that neutron production is energy independent and isotropic, with $k$ neutrons emerging after each collision.

Given an incident flux of one neutron per unit area per unit time on the surface at angles $(\theta, \phi)$, we wish to determine the reflected flux $\psi\left(r, \mu, \phi, \mu^{\prime}, \phi^{\prime}\right)$. As usual, $\mu=\cos \theta$ (Fig. 7).

The imbedding is now performed by considering the cylindrical region to be composed of a sequence of infinitesimal cylindrical shells. In cross section, they appear as in Fig. 8. (For ingoing particles, $\theta$ is measured with respect to the inward normal.) On referring to Figs. 7 and 8, and adding up effects as before, we obtain the functional equation ${ }^{41}$

$$
\begin{align*}
& \frac{d \psi}{d r}= \frac{q \sigma(r) \csc \phi}{4 \pi \mu}+\frac{q \sigma(r) \csc \phi}{4 \pi \mu} \int_{0}^{\pi} d \phi^{\prime \prime} \int_{0}^{1} \psi\left(r, \mu^{\prime \prime}, \phi^{\prime \prime}, \mu^{\prime}, \phi^{\prime}\right) d \mu^{\prime \prime} \\
&-\frac{\sigma(r)}{4 \pi}\left[\frac{\csc \phi}{\mu}+\frac{\csc \phi^{\prime}}{\mu^{\prime}}\right] \psi\left(r, \mu, \phi, \mu^{\prime}, \phi^{\prime}\right) \\
&+\frac{q \sigma(r)}{4 \pi} \int_{0}^{\pi} d \phi^{\prime \prime} \int_{0}^{1} d \mu^{\prime \prime} \psi\left(r, \mu, \phi, \mu^{\prime \prime}, \phi^{\prime \prime}\right) \frac{\csc \phi^{\prime \prime}}{\mu^{\prime}} \\
& \cdot\left\{1+\int_{0}^{\pi} d \phi^{\prime \prime \prime} \int_{0}^{1} d \mu^{\prime \prime \prime} \psi\left(r, \mu^{\prime \prime \prime}, \phi^{\prime \prime \prime}, \mu^{\prime}, \phi^{\prime}\right)\right\} \\
& \psi\left(0, \mu, \phi, \mu^{\prime}, \phi^{\prime}\right)=0 . \tag{1}
\end{align*}
$$

To compute $d \psi / d r$, we must note that $\mu$ itself is really a function of $r$, and the same is true of $\mu^{\prime}$. Upon taking

Fig. 8. Stratification of a cylinder.


[^47]

Fig. 9. A process taking place in a sphere.
this into consideration, we find

$$
\begin{equation*}
\frac{d \psi}{d r}=\frac{\partial \psi}{\partial r}+\frac{\partial \psi}{\partial \mu} \frac{1-\mu^{2}}{\mu r}+\frac{\partial \psi}{\partial \mu^{\prime}} \frac{1-\mu^{\prime 2}}{\mu^{\prime} r} \tag{2}
\end{equation*}
$$

We shall discuss the corresponding result for spherical regions, and then discuss the computational significance of these results.

## 18. Spherical Regions

As our next example, consider a sphere composed of transport material whose cross section is dependent upon the radial coordinate $\rho$ alone. As indicated in the following figure, we introduce an angular coordinate $\alpha$, $\cos \alpha=v$, and suppose that we have a conical flux of neutrons, with direction $v$, incident uniformly over the surface of the sphere, one neutron per unit area per unit time. We wish to determine the reflected flux in direction $v^{\prime}, \psi\left(\rho, v, v^{\prime}\right)$. (See Fig. 9.)

The usual analysis yields the equation ${ }^{41}$

$$
\begin{align*}
& \frac{\partial \psi}{\partial \rho}+\frac{1-v^{2}}{v \rho} \frac{\partial \psi}{\partial v}+\frac{1-v^{\prime 2}}{v^{\prime} \rho} \frac{\partial \psi}{\partial v^{\prime}} \\
&= \frac{q \sigma(\rho)}{4 \pi v}+\frac{q \sigma(\rho)}{2 v} \int_{0}^{1} \psi\left(\rho, v^{\prime \prime}, v^{\prime}\right) d v^{\prime \prime} \\
&-\sigma(\rho)\left(\frac{1}{v}+\frac{1}{v^{\prime}}\right) \psi\left(\rho, v, v^{\prime}\right)+\frac{q}{2} \sigma(\rho) \int_{0}^{1} d v^{\prime \prime} \frac{\psi\left(\rho, v, v^{\prime \prime}\right)}{v^{\prime \prime}} \\
& \times\left\{1+2 \pi \int_{0}^{1} \psi\left(\rho, v^{\prime \prime \prime}, v^{\prime}\right) d v^{\prime \prime \prime}\right\} . \tag{1}
\end{align*}
$$

## 19. Critical Mass

The critical reader may seriously question the value of the results obtained in the two previous sections, since incident fluxes of the type we have employed are seldom found. This is certainly a valid criticism.

There is, however, one quite important case in which we can profitably use this type of flux, and, indeed, whatever type of flux is most convenient. This is the determination of critical mass. It is possible to convince oneself that whatever radius is critical for one type of flux will be critical for any other type of steady-state flux.

## 20. More General Fluxes

The same persevering reader may also ask why we have not used invariance principles directly for more general fluxes. This can be done. What has held us back has been dimensionality difficulties. Consider, for example, a two-dimensional slab in which we consider an incident flux of unit intensity per unit time at an angle $\theta$ at a particular point, say $z=0$. (See Fig, 10.) We then introduce the flux, $u(\theta, \psi, z, x)$, as the reflected flux at angle $\psi$ per unit time at the point a distance $z$ from the point of incidence. We then obtain the same type of equation for $u$ as before, with the difference that $u$ now depends upon one additional variable $z$. This increase in dimensionality introduces formidable computational difficulties due to the enormously increased memory requirements.

From the analytic point of view, there is no difficulty in considering realistic fluxes. From the computational point of view, these more realistic problems require new techniques and bigger and faster machines. For a possible line of approach, see Bellman and Dreyfus. ${ }^{42}$

## 21. Volterra vs Fredholm Equations

The equations we have obtained in the foregoing sections using invariant imbedding techniques have invariably been nonlinear, as compared to the linear equations of classical transport theory. Considering the fact that linear equations with their superlative superposition properties are difficult enough to analyze theoretically and resolve numerically, why do we wish to introduce nonlinear equations? Although we have gnawed around the edges of this question in previous pages, let us now make it the principal course.

Our answer can be put in very simple terms: We wish uniformly to replace two-point boundary-value problems, and boundary-value problems in general, by initial value problems. This is equivalent to replacing Fredholm-type integral equations by Volterra-type integral equations. Naturally, the equations will be in different variables.


Fig. 10. Incident and reflected fluxes.

[^48]This is not a new idea, and, indeed, is one that has been proposed before, and used with some success. The approach we use, however, based upon invariance principles, and extending that of Ambarzumian ${ }^{6}$ and Chandrasekhar, ${ }^{5}$ is quite different from these mentioned, and quite unlike any earlier methods.

We are engaged in this program for two reasons. In the first place, Volterra-type equations lead to iterative algorithms which are simpler for digital computers than algorithms based upon the solution of linear systems of equations. Secondly, and the two are intimately related, functional equations of the type we derive, despite their nonlinearity, are easier to treat as far as existence and uniqueness are concerned. These last topics, however, we have bypassed here since we are at the moment principally interested in exhibiting the mechanics of the formulation of the classical particle processes in these new terms.

## 22. Stokes Relations

It is interesting to find that the reflection and transmission matrices, and, more generally, the reflection and transmission functions, are related to each other in algebraic fashion. We already have the Riccati differential equation for $R(x)$ and the differential equation for $T(x)$ in which $R(x)$ enters (see Sec. 10).

We shall refer to these new relations as Stokes' relations since the first identities of this type connecting reflection and transmission coefficients were discovered by Stokes in work on light rays impinging on slabs.

In Sec. 6, we discussed the semigroup properties of the functions $u(x)$ and $v(x)$ obtained for the simple onedimensional energy-independent process. Recognition of these transformation properties is also found in Redheffer. ${ }^{43}$ and for the matrix case as well. To obtain the following relations, we use the special case of these relations in which the stratification instead of being as before like Fig. 11, is, instead, like Fig. 12, where $\Delta$ is an infinitesimal.

The usual counting process yields the relation

$$
\begin{equation*}
R(x+\Delta)=R(x)+T(x) B T(x) \Delta+0(\Delta), \tag{1}
\end{equation*}
$$

or

$$
\begin{equation*}
R^{\prime}(x)=T B T . \tag{2}
\end{equation*}
$$

For simplicity we assume that

$$
\begin{equation*}
A=D, \quad B=C . \tag{3}
\end{equation*}
$$

In view of Eq. (10.3), we conclude that

$$
\begin{equation*}
T B T=B+D R+R D+R C R \tag{4}
\end{equation*}
$$

a relation which is not too easy to verify directly.


Fig. 11. One stratification of a rod.

[^49]

Fig. 12. A second stratification of a rod.
Similarly, we find that

$$
\begin{equation*}
T(x+\Delta)=(I+D \Delta) T(x)+R(x) B T(x) \Delta+0(\Delta) \tag{5}
\end{equation*}
$$

whence

$$
\begin{equation*}
T^{\prime}(x)=(D+R B) T \tag{6}
\end{equation*}
$$

This in conjunction with Eq. (10.5) yields the further result

$$
\begin{equation*}
T(D+B R)=(D+R B) T \tag{7}
\end{equation*}
$$

## 23. Probabilities

For various purposes, it is desirable to have a more precise picture of the transmitted and reflected flux than that furnished by the expected values. This is particularly the case when $x$ is just less than critical, when it assumes the critical value, and when $x$ is greater than critical, the case of supercriticality.
Let us then talk about the probabilities of events, rather than the expected events. In place of a steadystate situation, let us suppose that one neutron is incident at $x$, the right end of our one-dimensional rod, at time zero. We shall call this neutron the trigger neutron.
Let us define the set of probabilities
$p_{n}(x)=$ the probability that $n$ neutrons are reflected from a rod of length $x$ over all time as a result of one trigger neutron incident at $x$ at time zero.
In order to obtain a set of differential equations for these functions, we observe that the trigger neutron incident upon a rod of length $x+\Delta$ either has a fission collision in the initial length $[x+\Delta, x]$ or it does not. If it does not, consider the neutrons that emerge from the length $[0, x]$. If $k$ of these emerge over all time, then at most one of these, to terms in $0(\Delta)$, can have a fission collision in the interval $[x, x+\Delta]$. Consideration of these possibilities, together with that of an initial fission collision, leads to the relation

$$
\begin{aligned}
& p_{n}(x+\Delta)=(1-\sigma \Delta) \\
& \begin{array}{c}
\times\left\{p_{n}(x)(1-n \sigma \Delta)+\sum_{k=1}^{n} p_{k}(x) k \sigma \Delta p_{n-k}(x)\right\} \\
+\sigma \Delta p_{n-1}(x)+0(\Delta), \\
n=0,1,2, \cdots ; \quad p_{-1}(x)=0 .
\end{array}
\end{aligned}
$$

Passage to the limit yields the infinite system of differential equations

$$
\begin{array}{r}
p_{n}{ }^{\prime}(x)=-(n+1) \sigma p_{n}(x)+\sigma p_{n-1}+\sigma \sum_{k=1}^{n} k p_{k}(x) p_{n-k}(x), \\
n=0,1,2, \cdots ; \quad p_{-1}(x)=0 . \tag{3}
\end{array}
$$

Physical considerations yield the obvious boundary conditions

$$
p_{n}(0)= \begin{cases}1, & n=0  \tag{4}\\ 0, & n \neq 0\end{cases}
$$

In order to test the feasibility of the computational solution of systems of this type, and to obtain some idea of the time required, the first forty of these equations were solved numerically using a rather old-fashioned machine, the Rand Johnniac. ${ }^{34,44}$

A number of interesting questions concerning the analytic behavior of the $p_{n}(x)$ as $x$ approaches the critical value arise as a result of these computations.

If we introduce the generating function

$$
\begin{equation*}
u(x, s)=\sum_{n=0}^{\infty} p_{n}(x) s^{n}, \tag{5}
\end{equation*}
$$

we readily obtain the quasilinear partial differential equation

$$
\begin{equation*}
u_{x}=\sigma(s-1) u+\sigma s(u-1) u_{s} \tag{6}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
u(0, s)=1 \tag{7}
\end{equation*}
$$

This equation has been studied in detail by Mullikin and Snow. ${ }^{36}$ The solution exhibits a very strange behavior as $x$ goes through the critical value. As we shall see later, the equation for the generating function can be obtained immediately by means of functional equation techniques.

It is important to insert a word of caution about the use of these techniques. Methods based upon expected values can be used with a carefree abandon as long as the length of the rod is less than critical. On the other hand, the probabilistic equations obtained in the foregoing hold for any value of the rod. They must be considered the basic equations.

As long as $x$ is less than the critical length, we have the condition

$$
\begin{equation*}
\sum_{n=0}^{\infty} p_{n}(x)=1, \tag{8}
\end{equation*}
$$

in addition to the initial values of (4). As soon as $x$ is greater than the critical length, this equation no longer holds. This is caused by the fact that there is now a new probability to be added, the probability of an infinite flux. Lack of recognition of this fact can lead to paradoxical conclusions. A thorough discussion of this phenomenon will be found in the paper by Mullikin and Snow cited in the foregoing.

Finally, let us note that similar equations can be obtained for the transmission probabilities. ${ }^{44}$

[^50]
## 24. Analogy between Critical Length and Initiation of Shock Wave

The equation for the generating function, given in Sec. 23 , is analogous to the equation

$$
\begin{equation*}
u_{t}=u u_{x}, \tag{1}
\end{equation*}
$$

where $t$ is now a time variable and $x$ a space variable, used by Courant-Hilbert, and others, as an example of how a discontinuity can arise in the behavior of the solution of a differential equation. This type of discontinuity is similar to that which is observed in the behavior of blast waves and is called a "shock."

It is interesting then to observe this analogy between the onset of a shock as a function of time and the onset of criticality as the length, or radius, is increased. Analogies of this type are useful since knowledge gained in one area can then be easily transplanted to another.

We shall observe a further analogy subsequently. Just as the presence of the smallest degree of viscosity destroys the pure shock, so the presence of the slightest neutron-neutron interaction can destroy criticality. ${ }^{45}$

## 25. Description of a Generalized Transport Process

As we shall see in a moment, the imbedding technique, which we have used so far only for one-dimensional rods, slabs, cylindrical and spherical regions, can be considerably extended. Let us now formulate a transport process in general terms. Let a family of surfaces in $n$-dimensional space be characterized by a single continuous parameter $\eta \geqq 0$. The surface corresponding to $\eta=0$ (it may be a degenerate surface) will be considered a bounding surface, and the parametrization will be such that the region included between $\eta=0$ and $\eta=\eta_{1}$ will be included by the region between $\eta=0$ and $\eta=\eta_{2}>\eta_{1}$. It is clearly not necessary to consider the topological properties of these surfaces and regions in detail. Such ideas as outward and inward directions, area of a surface, and so on, can be taken intuitively as far as our purposes are concerned. The family of surfaces will be assumed to partition continuously all or part of the $n$-dimensional space into a set of strata.
For example, the family of surfaces may be the set of all spheres centered at the origin in three-dimensional space. Here $\eta$ is $r$, the radius of the sphere, and $\eta=0$ is a degenerate bounding surface, a point sphere. Again, the family may be the set of all vertical lines, in the twodimensional space, to the right of the vertical axis. In this case we can choose $\eta$ to be $x$, and $x=0$ is a nondegenerate bounding surface.
By a "particle" we shall understand a state vector $S$ depending on the parameter $\eta$. The state vector contains information regarding the direction of motion, energy, specific location on $\eta$, the type or types of physical

[^51]particles that we are discussing (in case there are particles other than neutrons), and any other properties which we may choose to include in the process.

The stratum ( $\eta, \eta+\Delta$ ), $\Delta>0$, will be assumed to contain a medium which permits a transport process. A particle passing through the stratum may engage in interactions of both a deterministic and a stochastic nature. As mentioned above, the distinction between these is really a matter of mathematical convenience. The deterministic interactions will produce effects which will be proportional in magnitude to $\Delta$ plus a term $0(\Delta)$; the stochastic interactions will have probability of occurrence proportional to $\Delta$ plus $0(\Delta)$ within the stratum $(\eta, \eta+\Delta)$. These interactions will have no effect on the transport medium, but will result in a transformation on the state vector $S$, in some cases transforming it into two or more such vectors (fission), in some cases annihilating it (absorption), in other cases leaving one vector as before. Hence, the movement of a particle within the medium between 0 and $\eta$ can be thought of as a sequence of transformations on state vectors, together with the creation and annihilation of vectors. Subsequently, in Sec. 36, we shall consider a process in which the medium is changing as the process continues.

We shall now investigate the following problem. Let a flux of "particles" specified by $S$ impinge on $\eta$. What are the number and nature of the particles (state vectors) emergent from $\eta$ ? Often the source will be given in particles per unit time, in which case we shall seek the number of particles emerging from $\eta$ per unit time. In some instances, we shall be concerned with the number and nature of particles emergent from $\eta=0$ per unit time? The former particles we shall call "reflected," the latter we call "transmitted." It is clear that in some cases, such as for the sphere mentioned above, the second problem is ill-posed. We shall investigate only the problem of reflection, since the formulas for transmission can be obtained in a similar fashion.

## 26. Expected Value Equation

We begin by considering not the state vector itself, but its expected value. Consider a stream of particles, one per unit area per unit time, in state $S$, impinging upon the surface $\eta$. We ask for the expected number, or flux, of particles in state $S^{\prime}$ reflected per unit area per unit time. Denote this flux by $\psi\left(\eta, S, S^{\prime}\right)$. For the present discussion we shall assume that $S$ and $S^{\prime}$ contain no information about the specific location on $\eta$. It is evident that this assumption imposes a strong symmetry requirement upon both the surface $\eta$ and the impinging flux.

Let the probability that a particle in state $S$ passing through ( $\eta, \eta \pm \Delta$ ) suffers a collision-the stochastic process-be given by $P(\eta, S) \Delta+0(\Delta)$. Let $T\left(\eta, S, S^{\prime}\right)$ be the average number of particles in state $S^{\prime}$ resulting from this interaction and transmitted to $\eta \pm \Delta$. Let $R\left(\eta, S, S^{\prime}\right)$ be the average number in state $S^{\prime}$ reflected
back to $\eta$. Then, proceeding as in the foregoing, we find

$$
\begin{align*}
& \psi\left(\eta+\Delta, S, S^{\prime}\right) \\
& =P(\eta, S) \Delta R\left(\eta, S, S^{\prime}\right) \\
& +P(\eta, S) \Delta \int_{S^{\prime \prime}} T\left(\eta, S, S^{\prime \prime}\right) \psi\left(\eta, S^{\prime \prime}, S^{\prime}\right) d S^{\prime \prime} \\
& + \\
& +[1-P(\eta, S) \Delta] \psi\left(\eta, S, S^{\prime}\right)\left[1-P\left(\eta, S^{\prime}\right) \Delta\right] \\
& +[1-P(\eta, S) \Delta] \int_{S^{\prime \prime}} d S^{\prime \prime} \psi\left(\eta, S, S^{\prime \prime}\right) \Delta P\left(\eta, S^{\prime \prime}\right) \\
& \quad \cdot\left\{T\left(\eta, S^{\prime \prime}, S^{\prime}\right)+\int_{S^{\prime \prime}} R\left(\eta, S^{\prime \prime}, S^{\prime \prime \prime}\right)\right.  \tag{1}\\
& \left.\quad \times \psi\left(\eta, S^{\prime \prime \prime}, S^{\prime}\right) d S^{\prime \prime \prime}\right\}+0(\Delta)
\end{align*}
$$

The first term on the right-hand side of this equation represents the contribution to the reflected flux from the particles which are reflected immediately from the stratum of thickness $\Delta$, and the second arises from those which pass through this stratum but change state, giving reflected particles from $[0, \eta]$ which then pass through the stratum without interaction. The third term is produced by particles which pass unaffected through $[\eta, \eta+\Delta]$ and give rise to reflected particles from $[0, \eta]$ which again pass through the stratum without interaction. The last term accounts for particles which enter $[0, \eta]$ without interaction in $[\eta, \eta+\Delta]$, but whose reflected flux does have an interaction in $[\eta, \eta+\Delta]$. Some of this flux is transmitted through this stratum, the rest is returned to $[0, \eta]$ and re-reflected.

Here all the states on the right-hand side are taken at $\eta$, and the integration over states is symbolic. The transport equation resulting when $\Delta \rightarrow 0$ is then

$$
\begin{align*}
\frac{\partial \psi}{\partial \eta}= & P(\eta, S) R\left(\eta, S, S^{\prime}\right)+P(\eta, S) \\
& \times \int_{S^{\prime \prime}} d S^{\prime \prime} T\left(\eta, S, S^{\prime \prime}\right) \psi\left(\eta, S^{\prime \prime}, S^{\prime}\right) \\
& \quad\left[P(\eta, S)+P\left(\eta, S^{\prime}\right)\right] \psi\left(\eta, S, S^{\prime}\right) \\
& +\int_{S^{\prime \prime}} d S^{\prime \prime} \psi\left(\eta, S, S^{\prime \prime}\right) P\left(\eta, S^{\prime \prime}\right)\left\{T\left(\eta, S^{\prime \prime}, S^{\prime}\right)\right. \\
& \left.\quad+\int_{S^{\prime \prime \prime}} d S^{\prime \prime \prime} R\left(\eta, S^{\prime \prime}, S^{\prime \prime \prime}\right) \psi\left(\eta, S^{\prime \prime \prime}, S^{\prime}\right)\right\} . \tag{2}
\end{align*}
$$

It may be shown that (2) includes Eqs. (17.1) and (18.1) as special cases. By choosing different geometries and different meanings for $S$, it is possible to write down a great variety of particular transport equations using this general result. For more details, see footnote 4.

## 27. Simple Stochastic Case

Before attempting to write down a general stochastic functional equation, we consider a simple example, the first of Sec. 2. We assume, for further simplicity, that in a collision exactly two neutrons emerge, one going to the right, one to the left. We let one neutron enter the bar at time zero.

Let $\left\{U^{(i)}(x)\right\}, i=1,2,3, \cdots$, be a sequence of random variables denoting the number of neutrons reflected from the bar in all time. Let $\left\{F^{(i)}(\Delta)\right\}, i=1,2,3, \cdots$, be another sequence of random variables with
$F^{(i)}(\Delta)= \begin{cases}1 & \text { if a collision occurs in a segment of } \\ 0 & \text { length } \Delta,\end{cases}$
(See Fig. 15.) Then, using the invariant imbedding principle, we have

$$
\begin{array}{r}
U^{(1)}(x)=F^{(1)}(\Delta)\left\{1+U^{(2)}(x-\Delta)\right\}+\left[1-F^{(1)}(\Delta)\right] \\
\times \sum_{i=4}^{U^{(3)}(x-\Delta)+4}\left\{1+F^{(i)}(\Delta) U^{(i)}(x-\Delta)\right\} \\
+w(x, \Delta), \tag{1}
\end{array}
$$

where $\operatorname{Prob}\{w(x, \Delta) \neq 0\}=0(\Delta)$.
Let us interpret this equation. The superscripts in themselves have no significance and serve merely to distinguish one random variable from another. Notice that if the initiating particle makes a collision in passing from $x$ to $x-\Delta$ (Fig. 13), the second term of (1) is zero while the first gives just the number of particles emergent from $x-\Delta$-namely, the one immediately out due to the collision in $(x-\Delta, x)$ plus the random number $U^{(2)}$ resulting from the left moving neutron acting as a source particle for the rod $(0, x-\Delta)$. If there is no initial interaction in the interval $(x-\Delta, x)$, then the first term of (1) is zero, and the second term counts. Of the random number $U^{(3)}(x-\Delta)$ of neutrons emerging from $x-\Delta$ some make no collisions in $(x-\Delta, x)$ and hence contribute only one to the sum. Others make a collision in ( $x-\Delta, x$ ) giving not only an immediate right traveling particle, but also a random number $U^{(i)}(x-\Delta)$ reflected from $(0, x-\Delta)$. The fact that all other processes are "unlikely" is included in the term $w$.
We now introduce the generating function

$$
\begin{equation*}
u(x, s)=E\left\{s^{U(x)}\right\} . \tag{2}
\end{equation*}
$$

Then, using the properties of the generating function and writing $\operatorname{Prob}\left\{F^{(1)}(\Delta)=1\right\}=\sigma \Delta+0(\Delta)$, we find, after careful calculation with (1), the equation

$$
\begin{align*}
u(x, s)= & \sigma \Delta s u(x-\Delta, s)+(1-\sigma \Delta) \\
& \times u(x-\Delta,(1-\sigma \Delta) s+\sigma \Delta s u(x-\Delta, s))+0(\Delta) \\
= & \sigma \Delta s u(x, s)+(1-\sigma \Delta)[u(x-\Delta, s) \\
& \left.\quad+u_{s}(x-\Delta, s)(-\sigma \Delta s+\sigma \Delta s u)\right]+0(\Delta) \tag{3}
\end{align*}
$$

This leads at once to the partial differential equation

$$
\begin{equation*}
u_{x}=-\sigma u+\sigma s u+\sigma s u_{s}+\sigma s u u_{8} . \tag{4}
\end{equation*}
$$

This is precisely Eq. (23.5) derived there by using quite different methods, and from it may be obtained the usual flux equations for the rod case. It was first pointed out to us by T. E. Harris that the functional equation approach could be applied directly to derivation of the generating function. This is an application of a quite general principle that methods suitable for the derivation of first moments can be used almost unchanged to derive generating functions. From these, relations for the higher moments can be readily obtained. See Sec. 51 for another illustration.

## 28. Basic Stochastic Functional Equation

We shall now derive a basic stochastic functional equation applicable to the generalized situations described in Sec . 26. We introduce the appropriate random variables.

Let
$U\left(S, S^{\prime}, \eta\right)=$ random number of particles in state $S^{\prime}$ reflected from $\eta$ over all time due to an initial particle in state $S$ impinging on $\eta$ at time zero. ( $S$ and $S^{\prime}$ may now include information as to the specific location on $\eta$.)

$$
r(S, \eta)= \begin{cases}1 & \text { if the particle in state } S \text { is in- }  \tag{1}\\ \text { volved in an interaction in the } \\ \text { stratum }(\eta-\Delta, \eta), \\ 0 & \text { otherwise }\end{cases}
$$

$Z\left(S ; S_{1}{ }^{\prime}, S_{2}{ }^{\prime}, \cdots, S_{k}{ }^{\prime} ; \eta\right)$

$$
= \begin{cases}1 & \text { if the result of an interaction of a particle }  \tag{3}\\ \text { in state } S \text { with the medium is to produce } \\ & k \text { particles in state } S_{1}^{\prime}, S_{2}^{\prime}, \cdots, S_{k^{\prime}}^{\prime}, \\ & k=1,2,3, \cdots, \\ 0 & \text { otherwise. }\end{cases}
$$

By the stochastic variables $U^{(i)}, \boldsymbol{r}^{(i)}, Z^{(i)}$ we shall mean respectively any of a denumerable set of variables with the properties described in the foregoing. Different superscripts will serve merely to distinguish different random variables, and sometimes they will be omitted.
Also, let $Q(S, \eta)$ denote the deterministic change in state caused by passage through the stratum $(\eta-\Delta, \eta)$. By a deterministic change we mean one that occurs by virtue of mere positive change without any interaction necessarily taking place. For example, any dependence of $\mu$ on $r$ mentioned in Sec. 17 results in such a change.
Finally, we assume that only a finite set of states $S$ is


Fig. 13. A rod process.
possible. This permits us to use characteristic functions rather than characteristic functionals, and considerably simplifies the discussion.

At the risk of being somewhat redundant, we now discuss the random physical processes which occur. A particle in state $S$ incident on the surface $\eta$ enters the stratum $(\eta-\Delta, \eta)$. There it may undergo a deterministic transformation converting it from state $S$ to state $Q(S, \eta)$. In addition, it may undergo a stochastic change (collision) producing a random number of particles in a random set of states. Each of these particles acts independently of the others and may emerge from $\eta$ or be incident upon $\eta-\Delta$. In the latter case the particle is a "source" particle on $\eta-\Delta$, resulting in a random number of particles in a random set of states eventually emerging from $\eta-\Delta$. Each of these reflected particles may undergo deterministic and stochastic transformations in $(\eta-\Delta, \eta)$. Some emerge from $\eta$ and are counted, others return as source particles into $\eta-\Delta$ and must be followed out again. No processes need be traced to order higher than $\Delta$-that is, to more than one collision in ( $\eta-\Delta, \eta$ ).

If we enumerate these events mathematically, we arrive at the functional equation

$$
\begin{align*}
U\left(S, S^{\prime}, \eta\right)= & r(S, \eta) \sum_{\left\{S_{i^{\prime}}\right]} Z\left(S ; S_{1}{ }^{\prime}, S_{2}^{\prime}, \cdots, S_{k}{ }^{\prime} ; \eta\right) \\
& \times\left[\sum_{i=1}^{k} U^{(i)}\left(S_{i}{ }^{\prime}, S^{\prime}, \eta-\Delta\right)\right] \\
& +[1-r(S, \eta)] \sum_{i=1}^{n}\left[1-r^{(i)}\left(S^{\prime}, \eta\right)\right] \\
& +[1-r(S, \eta)] \sum_{S_{m^{\prime}}}\left(\sum _ { i = 1 } ^ { n ^ { \prime } } \left[r^{(i)}\left(S_{m}{ }^{\prime}, \eta\right)\right.\right. \\
& \times\left\{\sum_{\left\{S_{\left.i^{\prime \prime}\right\}} Z^{(j)}\left(S_{m}{ }^{\prime} ; S_{i}{ }^{\prime \prime}, \cdots, S_{k}^{\prime \prime} ; \eta\right)\right.}\right. \\
& \left.\left.\left.\cdot \sum_{p=1}^{k} U^{(p)}\left(S_{p}{ }^{\prime \prime}, \bar{S}^{\prime}, \eta-\Delta\right)\right\}\right]\right)+w\left(S, S^{\prime}, \eta\right), \tag{4}
\end{align*}
$$

where

$$
\begin{gathered}
n=U\left[Q(S, \eta), S^{\prime}, \eta-\Delta\right], \\
n^{\prime}=U\left[Q(S, \eta), S_{m}^{\prime}, \eta-\Delta\right], \\
\bar{S}^{\prime} \text { is such that } S^{\prime}=Q\left(\bar{S}^{\prime}, \eta\right),
\end{gathered}
$$

and $w\left(S, S^{\prime}, \eta\right)$ is the contribution from events that have probability $0(\Delta)$. The symbol $\left\{S_{i}\right\}$ means all the subsets of the set of states.

Proceeding as in Sec. 27, it is now theoretically possible to derive the flux equation of Sec. 27 by taking expected values of (4). It is likely that the direct approach of Sec. 26 is really simpler. However, the basic stochastic equation (4) seems of considerable theoretical interest


Fic. 14. The physical situation.
and could well be used for computational purposes in place of a direct Monte Carlo approach.

## 29. Collision Processes

So far we have not considered transport processes in which the particles interacted with each other, nor processes in which the medium was affected by the transport process. In the sections that follow, we shall consider processes of this nature.
Let us discuss a transport process in a one-dimensional rod in which we allow neutron-neutron interactions, the result being annihilation. To simplify matters, let us suppose that there is no energy dependence, and that collisions occur only between neutrons travelling in opposite directions along the line. As usual, we shall suppose that when fission occurs one neutron is produced in the forward direction and one in the backward direction.
Let

1. a. $\sigma \Delta+0(\Delta)=$ the probability that a neutron will interact with a segment of length $\Delta$ and produce fission.
b. $u(y ; x, z)=$ the expected number of neutrons per unit time passing an interior point $y$ to the right, as a result of $z$ neutrons per unit time introduced at $x$ (see Fig. 14).
c. $v(y ; x, z)=$ the expected number of neutrons per unit time passing an interior point $y$ to the left.
d. $k(u, v) \Delta+0(\Delta)=$ the expected number of neutrons in a stream of strength $u$ which are annihilated per unit time due to collisions with an opposing stream of strength $v$, in an interwal of length $\Delta$.

## 30. Internal Flux Equations

The usual "input-output" analysis yields the relations

$$
\begin{align*}
& u(y)=u(y-\Delta)(1-\sigma \Delta) \\
& \quad+u(y-\Delta) \sigma \Delta+v(y) \sigma \Delta-\Delta k(u, v)+0(\Delta)  \tag{1}\\
& v(y)=v(y+\Delta)(1-\sigma \Delta) \\
& \quad+v(y) \sigma \Delta+u(y) \sigma \Delta-\Delta k(u, v)+0(\Delta)
\end{align*}
$$

where we, at this time, suppress the dependence upon $x$ and $z$, and write

$$
\begin{equation*}
u(y, x, z)=u(y), \quad v(y, x, z)=v(y) . \tag{2}
\end{equation*}
$$

If we pass to the limit as $\Delta \rightarrow 0$, we are led to the nonlinear system of differential equations

$$
\begin{align*}
u^{\prime}(y) & =\sigma v-k(u, v),  \tag{3}\\
v^{\prime}(y) & =-\sigma u+k(u, v) .
\end{align*}
$$

The boundary conditions are

$$
\begin{equation*}
u(0)=0, \quad v(x)=z, \tag{4}
\end{equation*}
$$

two-point boundary conditions.


## 31. Discussion

In general, the equations in (30.3) cannot be resolved in terms of elementary transcendents of analysis. Consequently, if we wish to obtain a numerical solution of (30.3) cum (30.4), we must resort to various computational schemes. Although a number of these are available, it cannot be said there are any of automatic application. Questions of this nature are of great difficulty, and perhaps are most easily handled by being bypassed. In the next section we shall approach this problem in a different way.

If we make the assumption that $k(u, v)=b u v, b>0$, a certain amount of analysis can be carried out. See footnote reference 45 for some theoretical and computational results. Henceforth, we assume this form of $k(u, v)$.

## 32. Reflected and Transmitted Flux

Let us now approach this problem by means of functional equation techniques. Let
$r(z, x)=$ the expected number of neutrons reflected per unit time from a homogeneous bar of length $x$ as a result of having $z$ neutrons incident at $x$ per unit time.
(See Fig. 15.)
To evaluate the expected number of neutrons reflected from a bar of length $x+\Delta$ we note, first of all, that some collisions with nucleii may occur immediately when the $z$ neutrons enter the segment $[x, x+\Delta]$. Since each such collision results in a neutron going to the right, $\sigma z \Delta$ particles emerge at $x+\Delta$. Meanwhile, since a neutron is produced going to the left also, the original flux $z$ is not affected by collisions with nucleii. However, this flux is reduced by annihilation by an amount $b z r(z ; x) \Delta$ due to the opposing flux out of $x$. It is also increased by an amount $\sigma r(z ; x) \Delta$ due to fission collisions in $[x, x+\Delta]$ made by the flux out of $x$. Hence there is at $x$ a source of strength $z-b z r(z ; x) \Delta+\sigma r(z ; x) \Delta$. Finally, the reflected flux resulting from this source is partially annihilated by interactions with the impinging flux in $[x, x+\Delta]$. Summing up, we are led to the relation

$$
\begin{align*}
& r(z ; x+\Delta) \\
& \quad=\sigma z \Delta+r[z-b r z \Delta+\sigma \Delta r(z, x)][1-b z \Delta]+0(\Delta) . \tag{2}
\end{align*}
$$

By letting $\Delta$ tend to zero, we find that $r(z ; x)$ satisfies the quasilinear first-order partial differential equation

$$
\begin{equation*}
r_{x}=\sigma z-b z r r_{z}+\sigma r r_{z}-b z r, \tag{3}
\end{equation*}
$$

where, as usual, the subscripts indicate partial differentiation. The reflection function $r(z ; x)$ also satisfies
the initial condition

$$
\begin{equation*}
r(z ; 0)=0 \quad \text { and } \quad r(0 ; x)=0 . \tag{4}
\end{equation*}
$$

Equation (3) specializes, for $b=0$, to the Riccati equation derived in earlier sections for the reflection coefficient (Sec. 4). It may be resolved via characteristic theory ${ }^{46}$ or by direct numerical integration, returning essentially to (2). The equations for the characteristics are

$$
\begin{align*}
& d x / d s=1, \\
& d z / d s=b z r-\sigma r,  \tag{5}\\
& d r / d s=\sigma z-b z r .
\end{align*}
$$

Since $x=s, z=0, r=0$ is a solution of the system (5) passing through the point $x=z=r=0$, we find that

$$
\begin{equation*}
r(0 ; x)=0, \tag{6}
\end{equation*}
$$

as was assumed in the foregoing on physical grounds.
Once the function $r(z ; x)$ has been determined for suitable ranges of $z$ and $x$, one may reduce the determination of $u(y)$ and $v(y)$, the internal fluxes, to the solution of initial value problems, as was mentioned earlier. If the incident flux $v(x)=z$ is specified, then the reflected flux is $r(z ; x)=u(x)$, so that now both $u(y)$ and $v(y)$ are specified at $y=x$. Through use of Eqs. (30.3) the functions $u(y)$ and $v(y)$ may now be determined on the entire interval $[0, x]$.
The equations satisfied by the transmitted flux $t(z ; x)$, where
$t(z ; x)=$ the expected number of neutrons emergent from the end $y=0$ of a homogeneous bar of length $x$ as a result of having $z$ neutrons per unit time incident on the end $y=x$,
are similarly derived. We have

$$
\begin{equation*}
t_{x}=(\sigma-b z) r t_{z}, \tag{8}
\end{equation*}
$$

along with the boundary conditions

$$
\begin{equation*}
t(0 ; x)=0, \quad t(z ; 0)=z . \tag{9}
\end{equation*}
$$

## 33. Discussion

Numerical solution of the foregoing Eq. (32.3), can be obtained either by use of (32.2), by means of conventional techniques, or by means of the characteristics.
In footnote reference 45 will be found a brief discussion of collision processes of this nature with energy dependence. In the remainder of this paper we consider only processes without particle-particle interaction.
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## 34. Time-Dependent Rod Case-Internal Flux

Thus far we have concentrated our attention on the stationary state in dealing with both internal and reflected and transmitted fluxes. In this section we shall obtain the equations for the internal flux in the rod, taking time variation into account. We assume that the rod has all the usual properties, and that neutrons in it travel with speed $c$. Thus, a time $\Delta / c$ is spent in traversing a distance $\Delta$. It is now relatively easy to see that if
$u(y, t)=$ average number of neutrons passing $y / \mathrm{sec}$
at time $t$ and going to the right;
$v(y, t)=$ average number of neutrons passing $y / \mathrm{sec}$ at time $t$ and going to the left;
then

$$
\begin{align*}
u[y+\Delta, t+(\Delta / c)]=u(y, t) & (1-\sigma \Delta)+\sigma \Delta u(y, t) \\
& +v(y+\Delta, t) \sigma \Delta+0(\Delta), \\
v[y, t+(\Delta / c)]=v(y+\Delta, t) & (1-\sigma \Delta)+\sigma \Delta v(y, t)  \tag{2}\\
& +u(y, t) \sigma \Delta+0(\Delta),
\end{align*}
$$

giving in the limit as $\Delta \rightarrow 0$ the equations

$$
\begin{align*}
(1 / c)(\partial u / \partial t)+(\partial u / \partial y) & =\sigma v,  \tag{3}\\
(1 / c)(\partial v / \partial t)-(\partial v / \partial y) & =\sigma u .
\end{align*}
$$

Equations (3) are subject to the boundary and initial conditions

$$
\begin{align*}
u(0, t) & =0 \\
v(x, t) & =1  \tag{4}\\
u(y, 0) & =v(y, 0)=0,
\end{align*}
$$

for the case of the rod with a unit flux at the right end, $y=x$, imposed at $t=0$.

This formulation is the classical one. Equation (15.1) already mentioned without discussion is the analog of (3) for the more complicated geometry. Such equations as (15.1) are readily derived using the principles of this section.

## 35. Time-Dependent Rod Case-Reflected Flux

We now turn to a formulation of the time dependent rod problem using the basic ideas of invariant imbedding. Let us consider a single "trigger" neutron entering the $\operatorname{rod}$ at $x$ at time $t=0$. It is then convenient to introduce $U(x, t)=$ total number of neutrons reflected from $x$ up to time $t$ due to the one trigger neutron in at $x$ at time $t=0$.

Clearly,

$$
\begin{equation*}
U(x, t)=\int_{0}^{t} u(x, s) d s \tag{2}
\end{equation*}
$$

where $u$ is the function of Sec. 34, now subject to the delta function type initial condition. We propose to imbed the rod of length $x$ as usual (see Fig. 16). It


Fig. 16. Reflection from a rod of length $x+\Delta$.
should be noted that this also provides an imbedding in time, and that the important time increment is $2 \Delta / c$, representing the time it takes for a particle to cross $[x, x+\Delta]$ in each direction.

We find as usual that there may be an immediate collision in $[x, x+\Delta]$, providing a flux out to the right of $\sigma \Delta$. There is also a single trigger neutron into $[0, x]$, and this enters at time $t=\Delta / c$. At time $s+\Delta / c$ let there be $u(x, s)$ neutrons $/ \sec$ emergent at $x$. Clearly,

$$
\begin{equation*}
u(x, s)=(\partial U / \partial s)(x, s) \tag{3}
\end{equation*}
$$

Some of these neutrons make collisions in $[x, x+\Delta]$. There is surely a flux out of $x+\Delta$ of rate $u(x, s)$. However, half of the fission neutrons return to $x$ at this time. These provide a new source into $x$, and will contribute to the total flux out during the remaining $t-s$ units of time. Thus

$$
\begin{align*}
U\left(x, t+\frac{2 \Delta}{c}\right)= & \sigma \Delta+U(x, t) \\
& +\sigma \Delta \int_{0}^{t} u(x, s) U(x, t-s) d s+0(\Delta) \tag{4}
\end{align*}
$$

giving the equation of mixed differential-integral type

$$
\begin{equation*}
\frac{\partial U}{\partial x}+\frac{2}{c} \frac{\partial U}{\partial t}=\sigma+\sigma \int_{0}^{t} u(x, s) U(x, t-s) d s \tag{5}
\end{equation*}
$$

subject to the conditions

$$
\begin{equation*}
U(x, 0)=0, \quad U(0, t)=0 . \tag{6}
\end{equation*}
$$

The system (5)-(6) has been analyzed rigorously. ${ }^{47}$ The convolution form of the integral term makes possible an explicit analytic representation of the solution when the Laplace transform is used.

## 36. Modification of Medium during Transport Process

In all that has gone before, we have supposed that the properties of the medium have remained unaltered by the transport process occurring within it. This is always an approximation of greater or lesser validity.

Two very interesting processes in which interaction with the medium are taken into account are the free boundary problems of hydrodynamics, and the Stefan problems of heat conduction. As a preliminary to an investigation of Stefan-type processes by invariant imbedding techniques, we wish to discuss a one-dimensional transport process in a rod whose length is changing as a function of time.

[^53]
## 37. Physical Process and Its Mathematical Formulation

Let us consider a rod which extends from 0 to $x$ at time $t=0$. The rod grows, or erodes, at a specified rate so that the position of the left end is given by $X_{L}=f(t)$, $f(0)=0$, while the right end remains fixed, $X_{R}=x$. (See Fig. 17.) A neutron traversing a distance $\Delta$ in the rod has, as before, probability $\sigma \Delta+0(\Delta)$ of suffering a collision with elements of the medium. In the event of a collision, which produces fission, two neutrons emerge, one moving to the left, the other to the right. No neutron can reenter the rod once having left it, and all neutrons have constant velocity $c$. A single neutron, the "trigger," enters the rod at $x$ at time $t=s$. We ask for the expected total number of neutrons that emerge at the right end up to time $t$, denoting this quantity by $U(x, s, l)$.

It must be noted that the condition $\left[-f^{\prime}(t)\right]<c$ for all $t$ is convenient to prevent neutrons from being rather artificially "trapped" in the rod. We shall not discuss interesting problems of this nature here.

To apply the invariant imbedding method, we immerse the original process within the class of all processes indexed by $x>0$, and then express the relationship between neighboring processes. The left ends are uniformly to obey the same law, $x_{L}=f(t)$, as that of the original rod.

Let us now analyze the process. At time $t=s-\Delta / c$ the trigger neutron enters at $x+\Delta$, and may or may not suffer a collision in passing from $x+\Delta$ to $x$. If it does, a single neutron immediately emerges at the right. In either event, a neutron passes $x_{R}$ at time $t=s$. This acts as a trigger for the original rod, and produces a flux emergent from $x_{R}$ at times $t>s$. The expected rate of emergence of such neutrons is given by $u(x, s, t)$ $=(\partial U / \partial t)(x, s, t)$. Neutrons in this flux may or may not suffer collisions with the rod material in going from $x$ to $x+\Delta$. In either event $U(x, s, t)$ neutrons emerge from $x+\Delta$. by time $t+\Delta / c$. In addition, those neutrons which do make collisions in $(x, x+\Delta)$ at time $t^{\prime}, s<t^{\prime}<t+\Delta / c$, contribute trigger neutrons at $X_{R}$ at a rate $\sigma \Delta u\left(x, s, t^{\prime}\right)$ $+0(\Delta)$. The resultant flux out of $x+\Delta$ up to time $t+\Delta / c$ is then $\sigma \Delta \int_{+}^{t} u\left(x, s, t^{\prime}\right) U\left(x, t^{\prime}, t\right) d t^{\prime}+0(\Delta)$. All other processes yield contributions of order $0(\Delta)$. Thus we find

$$
\begin{align*}
& U\left(x+\Delta, s-\frac{\Delta}{c}, t+\frac{\Delta}{c}\right) \\
& \quad=\sigma \Delta+U(x, s, t)+\sigma \Delta \int_{s}^{t} u\left(x, s, t^{\prime}\right) U\left(x, t^{\prime}, t\right) d t^{\prime}+0(\Delta) \tag{1}
\end{align*}
$$

Hence, letting $\Delta \rightarrow 0$, we obtain the equation

$$
\begin{equation*}
\frac{\partial U}{\partial x}-\frac{1}{c} \frac{\partial U}{\partial s}+\frac{1}{c} \frac{\partial U}{\partial t}=\sigma+\sigma \int_{s}^{t} u\left(x, s, t^{\prime}\right) U\left(x, t^{\prime}, t\right) d t^{\prime} \tag{2}
\end{equation*}
$$

The conditions imposed on $U$ are

$$
\begin{align*}
& U(x, s, t)=0, \quad s \geq t \\
& U(x, s, t)=0, \quad f(s)=X_{R} \tag{3}
\end{align*}
$$

The first merely states that no neutrons emerge by time $t$ if the trigger enters at a later time, while the second reflects the fact that none can emerge to the right if the rod is of length zero when the trigger neutron impinges.

## 38. Discussion

Equation (37.2) has the same general structure as that studied in our earlier sections for the case of the rod of fixed length with the neutron entering at $t=0$. It is not difficult to reduce (37.2) to the simpler equation when $f(t)=0$. However, the fact that the integral term in (37.2) is no longer of convolution form introduces new complications in studying properties of the solution.

## III. DIFFUSION THEORY-A LIMITING CASE OF TRANSPORT THEORY

## 39. Diffusion as a Limiting Process

In previous sections in this paper, we have investigated a variety of simple models of transport theory by means of the functional equation technique of invariant imbedding. Neutrons are mathematically abstracted to be point particles with finite velocities, while fission and scattering are characterized by certain probabilities (cross sections) of branching and reversal or reorientation of direction in the medium within which the process is occurring. In the great proportion of cases we assume no neutron-neutron interaction, and no change in the properties of the medium over time, although we have discussed both of these phenomena to slight extents, Secs. 29 and 37.

It is of interest for several reasons, from both the mathematical and physical points of view, to discuss in detail what happens to the various categories of transport equations derived from different applications of invariant imbedding as the velocity of the neutron is allowed to become arbitrarily large with a corresponding increase in the probability of a collision.

This idea is a quite natural one and one that has been pursued by a number of different investigators with different aims in mind. Diffusion theory classically has been regarded as an approximation to the more rigorous


Fig. 17. Neutron transport in a rod of varying length.
(but not completely rigorous) transport theory under the assumption of high velocity and small mean free path. ${ }^{48}$ Furthermore, passage to the limit in the "telegrapher's equation," a linear partial differential equation of hyperbolic type, has been carried out.

From another direction, the discrete random walk process yields the diffusion equation in the limit. This observation has been made the basis for a considerable amount of analytic and computational effort, centering about the theme of "Monte Carlo" techniques.

Our principal aim here is to study the limits of the nonlinear functional equations obtained from the transport processes with finite velocity, e.g., those appearing in Secs. 34 and 35, as the velocity increases without bound. In this way, we obtain corresponding results for heat or diffusion processes, where the physical picture is not as clear. Having obtained the equations in this indirect and complex fashion, we can then interpret them in such a way as to be able to derive them directly by invariant imbedding techniques. In all cases, the equations are of the generalized Riccati type which we recognize as characteristic of these processes of mathematical physics, when described in invariant imbedding.
At the present time, we are studying the question of treating Stefan-type diffusion problems by a similar passage to the limit in the equations derived from transport processes with variable boundaries. This is, as might be expected, a complex problem. Some initial results have been given in the foregoing, Sec. 37.

Throughout the sections that follow, we shall use a simple generalization of the idealized one-dimensional rod process treated in the foregoing pages. In the following section, we shall obtain some new equations for the flux within the rod, assuming finite velocities initially. In Sec. 41, we derive Fick's law for this simple process. This is important for our purposes, since it is the analysis of this result which suggests the combinations of functions which should be used in the limiting case. In Sec. 42, we study the limiting form of the internal flux as the velocity becomes infinite, and in Sec. 43 the diffusion process giving rise to the function obtained in this way is analyzed.

We then turn to our primary objective, the passage to the limit of the nonlinear integro-differential equation obtained for the reflected flux in the neutron transport case by means of the technique of invariant imbedding. In Sec. 45, we show how to obtain the result by direct application of the imbedding technique to the diffusion process.

Throughout this part of the paper, our methods are again largely formal, since we are principally interested in demonstrating the applicability of invariance principles. The existence of relevant limits and the applicability of Laplace transform methods are taken for granted in order to arrive quickly at the desired equa-
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Fig. 18. The physical situation.
tions. These questions can be studied in a rigorous fashion, and for the simple mathematical models considered here, there is little difficulty in carrying out this program. Since, however, we know that the passage to the limit involves a reduction from a hyperbolic partial differential equation to a parabolic partial differential equation, involving inter alia a redundancy in the initial conditions, we can expect some difficulties in the general case. The corresponding study for ordinary differential equations when a limiting value of a parameter results in a drastic change in the order of the equation is of some subtlety. Particularly interesting examples of equations of this nature occur in various hydrodynamical investigations where viscosity plays the role of the parameter which approaches zero; cf. Wasow. ${ }^{49}$

## 40. Transport Equation

To begin our work it is necessary to write down some transport equations in fairly general form. While some of them are not to be found in the literature, they may be readily derived by the methods of previous sections.

Consider a rod of material which transports neutrons, and let the neutrons have constant velocity $c$ (monoenergetic case). The usual collision processes take place with the probability of a collision in a length $\Delta$ of the rod taken to be $\sigma \Delta+0(\Delta)$, where $\sigma$ is a constant. On the average, $2 k$ neutrons emerge from a collision inside the rod, $k$ going to the left and $k$ going to the right. We take the rod to extend from 0 to $x$ (see Fig. 18), and designate the coordinate of an interior point by $y$. To initiate the process, we suppose that there is a time-dependent source, $q(t)$ neutrons incident to the left per second at $x$, and none at the end 0 . Finally, we suppose that particles emergent at 0 or $x$ cannot reenter the rod.

We write
$u(y, t)=$ the average number of neutrons $/ \mathrm{sec}$ passing $y$ at time $t$ and moving to the right, $v(y, t)=$ the average number of neutrons/sec passing $y$ at time $t$ and moving to the left.
Upon using the methods outlined in Sec. 34, it is easily found that

$$
\begin{gather*}
(\partial u / \partial y)+(1 / c)(\partial u / \partial t)=\sigma(k-1) u+\sigma k v, \\
-(\partial v / \partial y)+(1 / c)(\partial v / \partial t)=\sigma k u+\sigma(k-1) v,  \tag{2}\\
u(0, t)=0, \quad v(x, t)=q(t), \quad t \geq 0 ; \\
u(y, 0)=v(y, 0)=0, \quad 0 \leq y<x .
\end{gather*}
$$

For some purposes it is convenient to talk about the total flux from time 0 to $t$. We shall consistently use

[^55]capital letters to indicate quantities integrated over time. Thus
\[

$$
\begin{align*}
U(y, t) & =\int_{0}^{t} u(y, z) d z  \tag{3}\\
Q(t) & =\int_{0}^{t} q(z) d z
\end{align*}
$$
\]

etc. It is easy to see that the integrated quantities satisfy equations identical to (2) with the lower case letters being replaced by capitals.

At times it will be desirable to make clear the type of source in the particular problem under discussion. Hence we shall occasionally write

$$
\begin{gather*}
u(y, t ; q)  \tag{4}\\
U(y, t ; q)
\end{gather*}
$$

etc., to emphasize the source in question. The source will be deleted when the meaning is clear. In these cases we shall write $u(y, t ; q) \equiv u(y, t)$, and so on. In other instances the source may be indicated and the dependence upon $y$ or $t$ left out.

Consider now the case in which the source consists of a single "trigger" neutron at $t=0$. Thus, formally, $q(t)=\delta(t)$, where $\delta$ is the Dirac delta function. We focus attention on the particles reflected from the rod at $x$, writing $r(x, t ; \delta)$ for the number emergent $/ \mathrm{sec}$, and $R(x, t, \delta)$ for the total number emergent up to time $t$. Clearly,

$$
\begin{align*}
r(x, t ; \delta) & =u(x, t ; \delta) \\
R(x, t ; \delta) & =U(x, t ; \delta) \tag{5}
\end{align*}
$$

However, it is again well to regard the $x$ in the arguments of $r$ and $R$ as referring to the length of the rod rather than to the coordinates of the end point of the rod. With this rather subtle distinction in mind one then finds, proceeding as before (Sec. 35),

$$
\begin{align*}
\frac{\partial R(\delta)}{\partial x}+\frac{2}{c} \frac{\partial R(\delta)}{\partial t}= & \sigma k+2 \sigma(k-1) R(\delta) \\
& +\sigma k \int_{0}^{t} r(x, z ; \delta) R(x, t-z ; \delta) d z  \tag{6}\\
R(x, 0 ; \delta)= & R(0, t ; \delta)=0
\end{align*}
$$

Notice that this characterizes the reflected flux in a fashion independent of the internal fluxes.

For the corresponding case in which there is a source $q(t)$, we note that the fundamental physical process is additive, as a consequence of our tacit assumption that there are no interactions between neutrons passing in opposite directions, we can write

$$
\begin{equation*}
R(x, t ; q)=\int_{0}^{t} q(z) R(x, t-z ; \delta) d z \tag{7}
\end{equation*}
$$

To find an equation satisfied by $R(x, t ; q)$, we utilize the Laplace transform, writing

$$
\begin{equation*}
R(x, s)=\int_{0}^{\infty} e^{-s t} R(x, t) d t \tag{8}
\end{equation*}
$$

with a consistently similar notation for transforms of other functions. Then, from (6), with $q=\delta$,

$$
\begin{aligned}
\frac{d R_{L}(\delta)}{d x}+\underset{c}{2}-s R_{L}(\delta) & =\frac{\sigma k}{s}+2 \sigma(k-1) R_{L}(\delta)+\sigma k s R_{L}^{2}(\delta) \\
R_{L}(0, s ; \delta) & =0
\end{aligned}
$$

From (7),

$$
\begin{equation*}
R_{L}(x, s ; q)=q_{L}(s) R_{L}(x, s ; \delta) \tag{10}
\end{equation*}
$$

Hence,

$$
\frac{d R_{L}(q)}{d x}+\frac{2}{c}-s R_{L}(q)=\frac{\sigma k}{s} q_{L}+2 \sigma(R-1) R_{L}(q)
$$

$$
\begin{equation*}
+\sigma k s R_{L}(q) R_{L}(\delta) \tag{11}
\end{equation*}
$$

which leads back to

$$
\begin{align*}
\frac{\partial R(q)}{\partial x}+\frac{2}{c} \frac{\partial R(q)}{\partial t}= & \sigma k Q(t)+2 \sigma(k-1) R(q) \\
& +\sigma k \int_{0}^{t} r(x, z ; \delta) R(x, t-z ; q) d z  \tag{12}\\
R(0, t ; q)= & R(x, 0 ; q)=0
\end{align*}
$$

This clearly reduces to (6) when $q(t)=\delta(t)$.
We shall derive one other special case of (12), corresponding to the case when $q(t)=1$. While conceptually this may be a bit more difficult to consider than the single-trigger neutron case, it has the mathematical advantage of avoiding the $\delta$ function. For this type of source we write the integrated flux as $R(x, t ; 1)$ or $R(1)$ and (12) becomes

$$
\begin{align*}
\frac{\partial R(1)}{\partial x}+\frac{2}{c} \frac{\partial R(1)}{\partial t}= & \sigma k t+2 \sigma(k-1) R(1) \\
& +\sigma k \int_{0}^{t} r(x, z ; \delta) R(x, t-z ; 1) d z \tag{13}
\end{align*}
$$

But, from (7),

$$
\begin{equation*}
R(x, t ; 1)=\int_{0}^{t} R(x, t-z ; \delta) d z \tag{14}
\end{equation*}
$$

Then we easily find

$$
\begin{align*}
\frac{\partial R(1)}{\partial x}+\frac{2 \partial R(1)}{c}= & \sigma k t+2 \sigma(k-1) R(1) \\
& +\sigma k \int_{0}^{t} r(x, z ; 1) r(x, t-z ; 1) d z  \tag{15}\\
R(0, t ; 1)= & R(x, 0 ; 1)=0
\end{align*}
$$

## 41. Fick's Law

If we subtract the second equation of (40.2) from the first, we obtain

$$
\begin{equation*}
(\partial / \partial y)(u+v)+(1 / c)(\partial / \partial t)(u-v)=-\sigma(u-v) . \tag{1}
\end{equation*}
$$

For large $c$, we expect the second term on the left to be small. Hence we formally obtain the relation

$$
\begin{equation*}
(\partial / \partial y)(u+v)=-\sigma(u-v) \tag{2}
\end{equation*}
$$

in the "limit of large velocity." Equation (2) is ordinarily referred to as Fick's $L a w,{ }^{48}$ which states that the net flux is proportional to the gradient of the concentration and in the opposite direction.

## 42. Limiting Case Obtained Directly

To obtain preliminary results we take Laplace transforms of (40.2). Thus, using the notation introduced in (40.7),

$$
\begin{gather*}
\left(d u_{L} / d y\right)+(s / c) u_{L}=\sigma(k-1) u_{L}+\sigma k v_{L}, \\
-\left(d v_{L} / d y\right)+(s / c) v_{L}=\sigma k u_{L}+\sigma(k-1) v_{L},  \tag{1}\\
u_{L}(0, s)=0, \quad v_{L}(x, s)=q_{L}(s) .
\end{gather*}
$$

After rather extensive but rudimentary calculations, we arrive at the relations
$u_{L}(y, s)=\frac{k \sigma q_{L}(s) \sinh \lambda y}{\{\lambda \cosh \lambda x+[(s / c)+(1-k) \sigma] \sinh \lambda x\}}$,
$v_{L}(y, s)=\frac{q_{L}(s)\{\lambda \cosh \lambda y+[(s / c)+(1-k) \sigma] \sinh \lambda y\}}{\{\lambda \cosh \lambda x+[(s / c)+(1-k) \sigma] \sinh \lambda x\}}$,
where

$$
\begin{equation*}
\lambda^{2}=(s / c)^{2}+[2(1-k) \sigma / c] s+\sigma^{2}(1-2 k) . \tag{3}
\end{equation*}
$$

We now choose $k=\frac{1}{2}$, which means physically that an average collision gives rise to one neutron. This choice eliminates the last term in (3). Since we seek a diffusion type equation, we let $c \rightarrow \infty$, which is to say, we allow the velocity to become infinite. Clearly, to preserve the process we must then require that $\sigma \rightarrow \infty$ in such a way that $\lim c / \sigma=D$, a constant. Hence, from what has proceeded, $\lim \lambda=(s / D)^{\frac{1}{2}}$.
(It should be noted that a somewhat more general result could have been obtained by requiring, instead of $k=\frac{1}{2}$, that $\lim \sigma^{2}(1-2 k)=\alpha$. By so doing we could have accounted for cases of absorption or fission. To do this here would merely complicate the ensuing calculations.)

Bearing (50.2) in mind, we set

$$
\begin{align*}
j_{L}(y, s) & =\sigma\left[u_{L}(y, s)-v_{L}(y, s)\right],  \tag{4}\\
j_{0, L}(y, s) & =\lim _{\sigma \rightarrow \infty} j_{L}(y, s) .
\end{align*}
$$

Let us consistently reserve the subscript zero to refer to quantities in the limit as $c \rightarrow \infty$.

We then discover that

$$
\begin{align*}
j_{0, L}(y, s) & =-\lim _{\sigma \rightarrow \infty} \frac{\sigma q_{L}(s) \lambda \cosh \lambda y}{[\lambda \cosh \lambda x+[(s / c)+(\sigma / 2)] \sinh \lambda x\}} \\
& =-2 q_{L}(s) \frac{\left(D^{-1} s\right)^{\frac{1}{2}} \cosh \left[y\left(D^{-1} s\right)^{1}\right]}{\sinh \left[x\left(D^{-1} s\right)^{\frac{1}{2}}\right]} . \tag{5}
\end{align*}
$$

## 43. Classical Diffusion Problem

We now seek an ordinary diffusion problem which gives rise to the limiting expression found in (41.5). It is readily verified that if $\theta(y, t)$ is implicitly determined by the relations

$$
\begin{equation*}
D \frac{\partial^{2} \theta}{\partial y^{2}}=\frac{\partial \theta}{\partial t}, \quad \theta(0, t)=0, \quad \theta(x, t)=2 q(t), \quad \theta(y, 0)=0 \tag{1}
\end{equation*}
$$

then, explicitly,

$$
\begin{equation*}
\theta_{L}(y, s)=\frac{2 q_{L}(s) \sinh \left[y\left(D^{-1} s\right)^{\frac{1}{4}}\right]}{\sinh \left[x\left(D^{-1} s\right)^{\frac{1}{2}}\right]}, \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \theta_{L}}{d y}=2 q_{L}(s)\left(D^{-1} s\right)^{\frac{1}{2}} \frac{\cosh \left[y\left(D^{-1} s\right)^{1}\right]}{\sinh \left[x\left(D^{-1} s\right)^{\frac{1}{2}}\right]} . \tag{3}
\end{equation*}
$$

We may summarize our results thus far as follows:
If we consider the transport problem formulated in (40.2) in the limiting case where $c \rightarrow \infty, c / \sigma \rightarrow D$, with $k=\frac{1}{2}$, then the problem is formally equivalent to the classical diffusion problem (1). The quantity

$$
\lim _{\sigma \rightarrow \infty}[u(y, l)+v(y, l)]
$$

may be identified with $\theta(y, t)$, while

$$
\lim _{\sigma \rightarrow \infty} \sigma[u(y, t)-v(y, t)]
$$

corresponds to $-\partial \theta / \partial y$.
It is possible to identify $\theta(y, t)$ with the total neutron flux [see (40)] although the diffusion may refer as well to heat or material concentration. The fact that a source of $2 q(t)$ is required as part of the initial conditions in the problem (1) may be rather puzzling until one notes from (42.2) that, formally, both $u(x, t)$ and $v(x, t)$ approach $q(t)$ as $c \rightarrow \infty$.

## 44. Reflected Flux

Let us now turn to Eq. (40.15) and try to carry out the same type of passage to the limit. It is clear that we must begin by investigating the quantity

$$
\begin{equation*}
H(x, t ; q)=\sigma\{R(x, t ; q)-Q(t)\}, \tag{1}
\end{equation*}
$$

which reduces to $\sigma\{R(x, t ; 1)-t\}$, when $q(t)=1$. Thus,

$$
\begin{align*}
R(1) & =[H(1) / \sigma]+t, \\
r(1) & =[h(1) / \sigma]+1 . \tag{2}
\end{align*}
$$

If we substitute these in (40.15) with $k=\frac{1}{2}$, we find

$$
\begin{align*}
& \frac{1}{\sigma} \frac{\partial H(1)}{\partial x}+\frac{2}{c}\left(\frac{h(1)}{\sigma}+1\right) \\
& =\frac{\sigma t}{2}-\sigma\left(\frac{H(1)}{\sigma}+t\right)+\frac{\sigma}{2} \int_{0}^{t}\left\{\frac{h(x, z ; 1)}{\sigma}+1\right\} \\
&  \tag{3}\\
& \times\left\{\frac{h(x, t-z ; 1)}{\sigma}+1\right\} d z
\end{align*}
$$

From this we readily obtain

$$
\begin{array}{r}
\frac{\partial H(1)}{\partial x}+\frac{2 \sigma}{c}\left(\frac{h(1)}{\sigma}+1\right)=\frac{1}{2} \int_{0}^{t} h(x, z ; 1) h(x, t-z ; 1) \\
H(x, 0 ; 1)=0, \quad H(0, t ; 1)=-\sigma t \tag{4}
\end{array}
$$

On passing to the limit as in Sec. 43, we obtain (at least formally)

$$
\begin{align*}
\frac{\partial H_{0}(1)}{\partial x}+2 D^{-1}= & \frac{1}{2} \int_{0}^{t} h_{0}(x, z ; 1) h_{0}(x, t-z ; 1) d z \\
& H_{0}(x, 0 ; 1)=0, \quad H_{0}(0, t ; 1)=-\infty \tag{5}
\end{align*}
$$

where $H_{0}(x, t ; q)=\lim _{\sigma \rightarrow \infty} H(x, t ; q)$, etc., as agreed. That (5) is the correct limiting form may be established by a Laplace transform argument similar to that of the last section. We omit the details.

It is of some interest to evaluate $H_{0}$. This may be done by solving (5). However, it is easier for us to note from (42.5) that

$$
\begin{align*}
h_{0, L}(x, s ; q) & =-2 q_{L}(s) \frac{\left(D^{-1} s\right)^{\frac{1}{2}} \cosh \left[x\left(D^{-1} s\right)^{\frac{1}{2}}\right]}{\sinh \left[x\left(D^{-1} s\right)^{\frac{1}{2}}\right]} \\
& =-\left[2 /(s D)^{\frac{1}{2}}\right] \operatorname{coth}\left[x\left(D^{-1} s\right)^{\frac{1}{2}}\right] \tag{6}
\end{align*}
$$

when $q(t)=1$. We find

$$
\begin{align*}
h_{0}(x, t ; 1) & =-\frac{2}{(\pi t D)^{\frac{1}{2}}}\left\{1+2 \sum_{n=1}^{\infty} \exp \left(-\frac{x^{2} n^{2}}{t D}\right)\right\} \\
& =-\frac{2}{x}\left(\frac{\theta_{0}}{2}, \frac{t}{D x^{2}}\right) \tag{7}
\end{align*}
$$

where $\theta_{0}$ is a theta function.
The analog of (5) may be derived easily for the case in which there is an arbitrary source $Q(t)$. The result is

$$
\begin{array}{r}
\frac{\partial H_{0}(q)}{\partial x}+2 D^{-1} q(t)=\frac{1}{2} \int_{0}^{t} h_{0}(x, z ; 1) h_{0}(x, t-z ; q) d z \\
H_{0}(x, 0 ; q)=0, \quad H_{0}(0, t ; q)=-\infty \tag{8}
\end{array}
$$

We now readily see the following result:
If we consider the transport problem formulated in (40.2) in the limiting case then the quantity $H_{0}(x, t ; q)$ is
formally equivalent to the quantity- $\left.(\partial / \partial y) \int_{0}{ }^{\iota} \theta(y, z) d z\right|_{y=x}$ where $\theta$ is defined by (43.1). Further, $H_{0}(q)$ satisfies (8) with $h_{0}(1)$ given by (5).

## 45. Direct Invariant Imbedding Approach in Diffusion Theory

The equations thus far obtained are not new, though our approach to them may be somewhat novel. To conclude our work here we shall present a method of obtaining (44.8) by invariant imbedding techniques without venturing outside the confines of ordinary diffusion theory. The method described holds promise of being applicable in much more complicated diffusion processes than that described here, and, in particular, may eventually yield new formulations of Stefan-type problems.

To be consistent in our viewpoint, we now think of $\phi(y, t)$ as the density of neutrons at $y$ at time $t$. Then the net neutron current density $i(y, t)$ is provided by Fick's Law, in the ordinary diffusion approach, ${ }^{48}$

$$
\begin{equation*}
i(y, t)=-D(\partial / \partial y) \phi(y, t) \tag{1}
\end{equation*}
$$

The conservation of particles (since there is no internal production when $k=\frac{1}{2}$ ) requires in any interval $(a, b)$ of the rod

$$
\begin{equation*}
i(b, t)-i(a, t)=-\frac{\partial}{\partial t} \int_{a}^{b} \phi(y, t) d y \tag{2}
\end{equation*}
$$

Let us write, for the net current emerging from our rod of length $x, k(x, t)$. Here, again, while it is true that $k(x, t)=i(x, t)$ we choose to regard the $x$ in the function $k$ as referring to the length of the rod. Thus $k(x+\Delta, t)$ is the net current emergent from a rod of length $x+\Delta$, source $2 q(t)$ at $(x+\Delta)$, other initial and boundary conditions being as before.

We now try to express $k(x+\Delta, t)$ in terms of $k(x, t)$. Upon applying (2) to the rod of length $x+\Delta$, we find

$$
\begin{equation*}
k(x+\Delta, t)-i(x, t)=-\frac{\partial}{\partial t} \int_{x}^{x+\Delta} \phi(y, t) d y \tag{3}
\end{equation*}
$$

or, integrating over time,

$$
\begin{equation*}
K(x+\Delta, t)-I(x, t)=-\int_{x}^{x+\Delta} \phi(y, t) d y \tag{4}
\end{equation*}
$$

We now seek expressions for $I(x, t)$ and $\phi$. To find $I(x, t)$ we note that we have thus far disregarded the part of the rod from 0 to $x$. By the continuity conditions imposed by diffusion theory, we know that $I(x, t)$ is merely the current out of $x$ due to the source $\phi(x, t)$ imposed. Let us suppose that a steady source of unit strength produces a current out of the rod of $p(x, t)$. Then a source ( $x, t$ ) will produce an integrated current

$$
\begin{equation*}
I(x, t)=\int_{0}^{t} p(x, t-z) \phi(x, z) d z \tag{5}
\end{equation*}
$$

(This is just Duhamel's principle. ${ }^{46}$ )

As yet we have not used (1). From it we find

$$
\begin{equation*}
\phi(x, t)=(\Delta / D) k(x+\Delta, t)+2 q(t)+0(\Delta) . \tag{6}
\end{equation*}
$$

On substituting (5) and (6) in (4), we obtain

$$
\begin{array}{r}
K(x+\Delta, t)=\int_{0}^{t} p(x, t-z)\left\{\frac{\Delta}{D} k(x+\Delta, z)+2 q(z)\right\} d z \\
-2 \Delta q(t)+0(\Delta) \tag{7}
\end{array}
$$

But, by Duhamel's principle,

$$
\begin{equation*}
\int_{0}^{t} p(x, t-z) 2 q(z) d z=K(x, t) . \tag{8}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\frac{\partial K}{\partial x}+2 q(t)=\frac{1}{D} \int_{0}^{t} p(x, t-z) k(x, z) d z . \tag{9}
\end{equation*}
$$

This agrees with (44.8) upon identifying $k$ with $D h_{0}(q)$ and $p$ with ( $\left.D / 2\right) h_{0}(1)$, the factor $\frac{1}{2}$ occurring because $p$ is the current due to a unit source, while $h_{0}$ is obtained from a source of strength 2.
It is clear that

$$
\begin{equation*}
K(x, 0)=0 . \tag{10}
\end{equation*}
$$

To find $K(0, t)$ we note from (6) that

$$
\phi(0, t)=0=(\Delta / D) k(\Delta, t)+2 q(t)+0(\Delta),
$$

so that for $Q(t)>0$,

$$
\begin{equation*}
K(0, t)=-\infty . \tag{11}
\end{equation*}
$$

Clearly, in case $q=1$, we have

$$
\begin{align*}
& \frac{\partial P}{\partial x}+2=\frac{1}{D} \int_{0}^{t} p(x, t-z) p(x, z) d z \\
&  \tag{12}\\
& \quad P(x, 0)=0, \quad P(0, t)=-\infty .
\end{align*}
$$

## IV. RANDOM WALK AND MULTIPLE SCATTERING

## 46. Random Walk

We now wish to apply invariant imbedding techniques to the study of random walk processes. Subsequently, we shall consider more general processes of this nature, equivalent to multiple scattering processes.

Consider the finite one-dimensional lattice consisting of the integer values between $a$ and $b$ along the real line, as indicated in Fig. 19. A particle jumps from latticepoint to lattice-point in accordance with the following law. When at $k$, there is a probability $q(k)$ of moving one unit to the right and a probability $p(k)=1-q(k)$ of moving one unit to the left.


Fig. 19. A one-dimensional lattice.

We wish to determine the probability, that the particle starting at $k$, hits the barrier at $a$ before it hits the barrier at $b$. The process ends as soon as the particle lands at $a$ or $b$-hence, the name "absorbing barriers."
This is an extension of the classical "gambler's ruin" process in which $p(k)=q(k)=\frac{1}{2}$ for $a<k<b$. This particular case can be treated in a very elegant fashion by means of Wald's "fundamental identity." See Bellman for generalizations to the case of dependent steps. ${ }^{50}$ Another extension is the "game of survival." ${ }^{20}$
The classical approach, also based upon the use of recurrence relations, proceeds as follows ${ }^{51}$ :

## Let

$u(k)=$ the probability that a particle starting at $k$ lands at $a$ before it lands at $b$.

Then, considering what happens as a result of the first step, for $a<k<b$,

$$
\begin{equation*}
u(k)=p(k) u(k-1)+q(k) u(k+1), \tag{2}
\end{equation*}
$$

with the two-point boundary conditions

$$
\begin{equation*}
u(a)=1, \quad u(b)=0 \tag{3}
\end{equation*}
$$

We thus face the problem of solving a system of linear equations, something we wish to avoid if possible. In what follows we shall attack these problems by a quite different method.

## 47. Invariant Imbedding Approach

The observation that the desired probability $u(k)$ is a function of the endpoints $a$ and $b$, as well as of $k$, keys our approach. Hence, we should write $u(k, a, b)$ to signify this dependence.

Invariant imbedding, as we have repeatedly stated, capitalizes upon this dependence. In place of considering $a$ and $b$ to be constants, we consider them to be parameters of equal importance with $k$, which means that in place of treating an individual random walk process, we investigate simultaneously an entire family of processes. The individual problem is then analyzed in terms of its relation to contiguous members of the family. In this way, we hope to construct a bridge between particular elements of the family of quite simple analytic structure and the processes of interest to us.

Let us then keep one endpoint fixed, say $b$, and regard $u$ as a function of $a$ and $k$. To make this dependence explicit, let us introduce the new function
$f(a, k)=$ the probability that a particle starting at $k, a \leq k \leq b$, will reach $a$ before reaching $b$.
Clearly, $f(a, k)=u(k ; a, b)$.
To obtain the required relation between contiguous elements, we use the simple geometric fact that a particle starting at $k$, and moving one unit in either direc-

[^56]tion at each stage, must hit $a+1$ before it can hit $a$. This is analogous to the stratification technique we used in the discussion of neutron transport and multiplication. On having reached $a+1$, the particle must then reach $a$ before $b$, if this is to be the case for the original process.

On translating these remarks into algebraic relations, and using the elementary rules of probability theory, we have

$$
\begin{equation*}
f(a, k)=f(a+1, k) f(a, a+1) \tag{2}
\end{equation*}
$$

Upon iterating this relation, we have

$$
\begin{equation*}
f(a, k)=f(a, a+1) f(a+1, a+2) \cdots f(k-1, k) \tag{3}
\end{equation*}
$$

an interesting representation for solutions of a Jacobi system of equations of the type appearing in (37.2).

We have deliberately stressed the word "elementary" in the foregoing discussion, since we can employ similar methods based upon other concepts of probability to discuss other kinds of equations. For other methods of treating Jacobi equations, see Bellman. ${ }^{52}$

## 48. Function $f(a, a+1)$

To answer our original question, that of determining the value of $f(a, k)$, it remains to evaluate the functions of one variable

$$
\begin{equation*}
g(a)=f(a, a+1) \tag{1}
\end{equation*}
$$

defined for $a \leq b-1$. Clearly, $g(b-1)=0$.
If we revert to the description of the original process, we obtain the relation

$$
\begin{equation*}
f(a, a+1)=p(a+1)+q(a+1) f(a, a+2) \tag{2}
\end{equation*}
$$

If we use (47.2), we have

$$
\begin{equation*}
f(a, a+2)=f(a+1, a+2) f(a, a+1) \tag{3}
\end{equation*}
$$

If we combine these two expressions, we obtain the recurrence relation

$$
\begin{equation*}
g(a)=p(a+1) /[1-q(a+1) g(a+1)] \tag{4}
\end{equation*}
$$

Since, as noted in the foregoing, $g(b-1)=0$, we have a simple inductive determination of $u(a)$ for $a \leq b-1$.

## 49. An Alternative Derivation

The foregoing result can be derived in a way which emphasizes its physical significance and its connection with previous work on neutron diffusion. Toward this end, let us consider the following scattering problem. A rod extending from $a$ to $b$ has the property that if a particle is at the position $k$, there is probability $p(k)$ that it will be scattered to $k-1$, and probability $q(k)$ $=1-p(k)$ that it will be scattered to $k+1$. A particle is placed at the end $a$, and we wish to determine the

[^57]probability that it will be "back-scattered" (reflected) from $a$, over all time, rather than be "forward-scattered" (transmitted) through the end $b$.

We imbed this process within the class of processes with "trigger" particles placed at the end $l$ of rods extending from $l$ to $b$, with $l=b, b-1, \cdots$, and then write a functional equation interconnecting these processes.

Let us define the function $g(a)$ directly
$g(a)=$ the probability that over all time a particle at $a+1$ will be backscattered to $a$ by the rod extending from $a+1$ to $b$, rather than be forwardscattered at $b$ from the rod.
Observe next that with the particle initially at the position $a+1$, there is probability $p(a+1)$ that it will be scattered directly to the point $a$. On the other hand, if it is scattered initially to the right to $(a+2)$, then by definition there is probability $g(a+1)$ that it will eventually be back-scattered from the rod $(a+2, b)$ to the point $a+1$, from which it may be scattered to the point. $a$. Should, however, it once again be scattered to the right, to the point $(a+2)$, there is once again probability $g(a+1)$ that it will eventually reach the point $a+1$, and so on. In this way we see that

$$
\begin{array}{r}
g(a)=p(a+1)+q(a+1) g(a+1) p(a+1)+q(a+1) \\
\times g(a+1) q(a+1) g(a+1) p(a+1)+\cdots \tag{2}
\end{array}
$$

which, upon summing the geometric series on the right hand side, leads to the equation

$$
\begin{equation*}
g(a)=p(a+1) /[1-q(a+1) g(a+1)] \tag{3}
\end{equation*}
$$

This is Eq. (48.4).
The method that we have used in deriving Eq. (48.2) of (3) corresponds abstractly to the method used by Ambarzumian ${ }^{6}$ in discussing diffuse reflection from a foggy medium, a process we shall discuss later, and to the method used above in handling some neutron transport processes.

Similarly, the discussion in Sec. 47 may be reinterpreted to yield the flux scattered from the end $a$ of a rod as a result of an internal source of particles.

## 50. Expected Sojourn

Let us now introduce the function
$w(a, k)=$ the conditional expected time required for the particle to reach $a$ before reaching $b$, starting from $k$, assuming a unit step takes unit time.

By this we mean the expected time required to reach $a$, under the assumption that $a$ is reached before $b$. Then, the same foregoing reasoning yields the relation

$$
\begin{equation*}
w(a, k)=w(a+1, k)+w(a, a+1) \tag{2}
\end{equation*}
$$

To obtain an analytic expression for $w(a, a+1)$, we
combine the two expressions

$$
\begin{align*}
& w(a, a+1)=p(a+1)+q(a+1)[w(a, a+2)+1] \\
& w(a, a+2)=w(a+1, a+2)+w(a, a+1) \tag{3}
\end{align*}
$$

The result is

$$
\begin{equation*}
w(a, a+1)=\frac{1}{p(a+1)}+\frac{q(a+1)}{p(a+1)} w(a+1, a+2) . \tag{4}
\end{equation*}
$$

Iteration yields the infinite series

$$
\begin{align*}
& w(a, a+1)=\frac{1}{p(a+1)}+\frac{q(a+1)}{p(a+2) p(a+1)} \\
&+\frac{q(a+1) q(a+2)}{p(a+3) p(a+2) p(a+1)}+\cdots \tag{5}
\end{align*}
$$

with the convention that the series terminates if $b$ is finite.

## 51. Characteristic Functions

As we have pointed out in the foregoing, whenever an expected value can be determined, the same techniques yield relations for generating functions. Let

$$
\begin{equation*}
y(a, k, s)=E\left(e^{i s z}\right) \tag{1}
\end{equation*}
$$

where $z=z(a, k)$ is the random variable equal to the time spent by the particle in going from $k$ to $a$, without ever hitting $b$.

Since

$$
\begin{equation*}
z(a, k)=z(a+1, k)+z(a, a+1) \tag{2}
\end{equation*}
$$

we have the functional equation

$$
\begin{equation*}
y(a, k, s)=y(a+1, k, s) y(a, a+1, s) \tag{3}
\end{equation*}
$$

It is now not hard to show that

$$
\begin{align*}
& y(a, a+1)=p(a+1) e^{i s}+q(a+1) e^{i s} y(a, a+2) \\
& y(a, a+2)=y(a+1, a+2) y(a, a+1) \tag{4}
\end{align*}
$$

From these we obtain the recurrence relation

$$
\begin{align*}
& y(a, a+1) \\
& \quad=p(a+1) e^{i_{8}} /\left[1-q(a+1) e^{i_{8}} y(a+1, a+2)\right] \tag{5}
\end{align*}
$$

which can be used to obtain higher moments. ${ }^{53}$

## 52. More General Random Walk Processes

Similar methods can be applied to random walks which allow steps of different units at each stage. Abstractly, these methods will be equivalent when vector-matrix notation is introduced.

## 53. Multiple Scattering

In this section, we wish to consider two processes of particular interest. The first concerns a one-dimensional

[^58]random walk in which the energy of the particle changes as a result of its wandering, while the second pertains to a two- or-three-dimensional random walk process in which the direction of motion changes as a result of each collision.

Both of these can, in discrete form, be considered to be particular cases of a process of the following type:
"A particle in state $i, i=1,2, \cdots, N$, can occupy any of the lattice points $k$ between $a$ and $b$. Let
$p_{i j}(k)=$ the probability that a particle at $k$ in state $i$ will go one unit to the left, and arrive in state $j, i, j=1,2, \cdots, N$,
$q_{i j}(k)=$ the probability that a particle at $k$ in state $i$ will go one unit to the right, and arrive in state $j, i, j=1,2, \cdots, N .{ }^{54}$
Let us then define the $N^{2}$ functions
$u_{i j}(a, k)=$ the probability that a particle starting at $k$ in state $i$ will hit $a$ in states $j$ before reaching $b$ in any state.
Proceeding as in the foregoing sections, we obtain the relation

$$
\begin{equation*}
u_{i j}(a, k)=\sum_{m} u_{i m}(a+1, k) u_{m j}(a, a+1) \tag{3}
\end{equation*}
$$

Consequently, if we introduce the matrix function

$$
\begin{equation*}
U(a, k)=\left[u_{i j}(a, k)\right] \tag{4}
\end{equation*}
$$

we derive the basic relation

$$
\begin{equation*}
U(a, k)=U(a+1, k) U(a, a+1) \tag{5}
\end{equation*}
$$

the analog of (47.2). Once again, we see that the problem has reduced to a determination of a function of $a$ alone, $U(a, a+1)$.

## 54. Determination of $U(a, a+1)$

Proceeding as before, we have

$$
\begin{align*}
& u_{i j}(a, a+1)=p_{i j}(a+1)+\sum_{m} q_{i m}(a+1) u_{m j}(a, a+2),(1) \\
& \text { or, if } G(a)=\left[u_{i j}(a, a+1)\right], \quad P(a)=\left[p_{i j}(a)\right], \quad Q(a) \\
& =\left[q_{i j}(a)\right], \\
& \qquad G(a)=P(a+1)+Q(a+1) U(a, a+2) \tag{2}
\end{align*}
$$

If we use (53.2), we obtain the relation

$$
\begin{equation*}
U(a, a+2)=U(a+1, a+2) U(a, a+1) \tag{3}
\end{equation*}
$$

If we use this in (2), we have

$$
\begin{equation*}
G(a)=P(a+1)+Q(a+1) G(a+1) G(a) \tag{4}
\end{equation*}
$$

or

$$
\begin{equation*}
G(a)=[I-Q(a+1) G(a+1)]^{-1} P(a+1) \tag{5}
\end{equation*}
$$

Since $G(b-1)=0$, once again we have a direct iterative technique for determining $G(a)$, and thus $U(a, x)$.

[^59]
## 55. Discussion

It is clear that in the same way we can obtain multidimensional analogs of the results for the expected sojourn and generating function.

Turning from the analytic aspects, let us examine the computational aspects. Approaching the problem along conventional lines, we obtain a system of linear equations of the form

$$
\begin{equation*}
u_{i j}(k)=\sum_{m} p_{i m} u_{m j}(k-1)+\sum_{m} q_{i m}(k) u_{m j}(k+1) \tag{1}
\end{equation*}
$$

On keeping $j$ fixed, we have a system of order $N(b-a)$. If $N=10$, and $b-a=100$, this is order 1000 , a respectable and even formidable number, even in the light of modern devices.

On using the technique described in the foregoing, the solution is made to depend upon the inversion and repeated multiplication of $10 \times 10$ matrices, a complicated, but far more feasible process.

## 56. Time-Dependent Processes

Let us now consider the one-dimensional random walk process in which each stage consumes one time unit. Let
$u(a, k, t)=$ the probability of going from $k$ to $a$ in time $t$, without ever hitting $b$.

As we shall see, we derive equations completely analogous to those exhibited in the foregoing for the generating function

$$
\begin{equation*}
F(a, k, t, r) \equiv F(a, k)=\sum_{t=0}^{\infty} u(a, k, t) r^{t} \tag{2}
\end{equation*}
$$

As in the previous sections, we obtain the fundamental relation

$$
\begin{equation*}
u(a, k, t)=\sum_{s=0}^{t} u(a+1, k, s) u(a, a+1, t-s) \tag{3}
\end{equation*}
$$

and once again derive the fundamental relation

$$
\begin{equation*}
F(a, k)=F(a+1, k) F(a, a+1) \tag{4}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
u(a, a+1, t)=p(a+1) \delta & (1, t) \\
& +q(a+1) u(a, a+2, t-1) \tag{5}
\end{align*}
$$

for $t \geq 1$, where

$$
\begin{align*}
\delta(1, t)=1, & t=1 \\
& =0, \quad t \neq 1 \tag{6}
\end{align*}
$$

Thus, multiplying (5) by $r^{t}$ and summing over $t$,

$$
\begin{equation*}
F(a, a+1)=p(a+1) r+q(a+1) r F(a, a+2) \tag{7}
\end{equation*}
$$

From here on the argument proceeds as before. The final result is

$$
\begin{align*}
& F(a, a+1) \\
& =p(a+1) r /[1-q(a+1) r F(a+1, a+2)] \tag{8}
\end{align*}
$$

Equation (7) can be derived directly making use of the properties of the process and of generating functions. It should be compared with (51.5).

## V. RADIATIVE TRANSFER

## 57. Introduction

In these last few sections we shall discuss a problem arising in the field of radiative transfer. Abstractly, such cases are equivalent to appropriate neutron transport problems, and therefore the material appearing here could very well have been placed in earlier sections. However, since it was in the solution of problems of this genre that Ambarzumian ${ }^{6}$ first successfully used his invariance principle and here, too, that Chandrasekhar developed his extensive generalization ${ }^{5}$ it seems fitting that we leave these problems in their original setting. Our discussion follows that of ${ }^{65}$ in which the principle of invariant imbedding was first sketched.

## 58. Physical Model

Assume that parallel rays of light of uniform intensity are incident on an inhomogeneous slab composed of a substance which absorbs and scatters light. Our objective is to determine the intensity of the diffusely reflected light as a function of the incident light, the properties of the slab, and the angle of the emerging rays.

We shall assume the slab has the following absorption and scattering properties:

1. In traversing a distance $d$ in the slab a portion of a beam $I$ is reduced to intensity $I(1-a d)+0(d)$. A fraction $\lambda$ of the intercepted beam is reradiated, while a fraction $1-\lambda$ is permanently lost (absorbed). The quantities $\lambda$ and $a$ may be dependent upon the distance from an edge of the slab.
2. Radiation is scattered isotropically.

In the light of our previous work, it is most convenient to consider the light radiation as composed of photons; particles, then, which behave, for our purposes, just as neutrons do.

We must note, too, that in reality not only the angles $\psi$ and $\theta$ (Fig. 20) arise but also the corresponding azimuthal angles. The latter may be neglected in our analysis because of the symmetry of the problem.


Fig. 20. Cross section of slab with incident and reflected rays.

[^60]We define a reflection coefficient $R(x, \psi, \theta)$, giving the intensity of radiation reflected in direction $\theta$ per unit area on the face of the slab due to a beam of unit intensity incident at angle $\psi$, the thickness of the slab being $x$. Otherwise put, $R$ is the number of photons per unit time out of a unit area on the slab at angle $\theta$, due to a unit flux (one photon per unit area per unit time) impinging at angle $\psi$.

It is now easy to write down the equations for $R$, either using directly the fundamental principles we have developed, or applying the general flux equation (26.2). We find, recalling that integrations over the azimuthal angles are necessary, even though $R$ is independent of them,

$$
\begin{align*}
& \frac{\partial R}{\partial x}=\frac{a(x) \lambda(x)}{4 \pi \cos \psi}-a(x)\left(\frac{1}{\cos \theta}+\frac{1}{\cos \psi}\right) R(x, \psi, \theta) \\
& +\frac{a(x) \lambda(x)}{2 \cos \psi} \int_{0}^{\pi / 2} R\left(x, \psi^{\prime}, \theta\right) \sin \psi^{\prime} d \psi^{\prime} \\
& +\frac{a(x) \lambda(x)}{2} \int_{0}^{\pi / 2} R\left(x, \psi, \theta^{\prime}\right) \frac{\sin \theta^{\prime}}{\cos \theta^{\prime}} d \theta^{\prime} \\
& +a(x) \lambda(x) \pi \int_{0}^{\pi / 2} \frac{\sin \theta^{\prime}}{\cos \theta^{\prime}} R\left(x, \psi, \theta^{\prime}\right) d \theta^{\prime} \\
&  \tag{1}\\
& \times \int_{0}^{\pi / 2} R\left(x, \psi^{\prime}, \theta\right) \sin \psi^{\prime} d \psi^{\prime} .
\end{align*}
$$

## 59. Comparison with the Results of Ambarzumian

Equation (58.1) is considerably more general than the original result of Ambarzumian, since that writer considered a semi-infinite slab, with $a=1$ and $\lambda$ constant. Our result should hence reduce to his when we eliminate the $x$ dependence and set $\partial R / \partial x=0$. The reader will find, however, that the equations still differ considerably.

The reason for this apparent discrepancy lies in the way we have chosen to measure flux throughout this paper. While classically flux is measured in terms of the number of particles per unit time crossing a unit area normal to the direction of the particle, we have chosen instead to talk in terms of the number per unit time through a unit area on the (geometric) surface through which the particles are passing.

A bit of philosophy may be appropriate. The transport equation for the flux of particles internal to a body ordinarily is quite independent of the boundaries of the medium itself. The geometry is brought in through the auxiliary boundary conditions. Thus a person in outer space, with no frame of reference, would rather naturally measure flux in the classical way.

The equations of invariant imbedding, however, depend deeply and inherently upon the boundaries of the body under consideration. It therefore seems natural to
define the flux with direct reference to those boundaries. We have found this the easier way conceptually.

In any event it is possible to convert from one definition of flux to the other without great effort. Consider the case of Sec. 58, and let us define $I(x, \psi, \theta)$ as the reflected intensity in the classical sense: $I(x, \psi, \theta)$ is the number of photons reflected from $x$ travelling in direction $\theta$ per unit time through a unit area normal to that direction due to one photon incident on $x$ per unit time per unit area normal to the direction $\psi$. Then it is easy to see that

$$
\begin{equation*}
I(x, \psi, \theta)=R(x, \psi, \theta)(\cos \psi / \cos \theta) . \tag{1}
\end{equation*}
$$

If we use the foregoing transformation, we obtain Ambarzumian's equation.

## VI. SUMMARY

## 60. Review of Basic Techniques

Having covered some quite diverse parts of mathematical physics, we feel that it is important to state to the reader what our basic ideas and objectives have been, and what have been the methods we have employed toward obtaining these goals.

We start with the fact that any physical process can be described in a variety of different ways, leading to a number of different analytic paraphrases. As soon as this most important fact is accepted, then necessarily the premise must be accepted that some descriptions will be significantly better than others for the study of particular properties of a process.

We have hinged our description of physical processes upon the invariance concept. By this we mean that we have consistently introduced state variables and written our equations in such a way as to stress the idea that any individual process is to be considered as a member of a family of related processes. The advantage to be gained from this point of view resides in the common observation that the properties of a particular member of a set can often be easily understood in terms of the properties of contiguous elements, although often quite puzzling to comprehend in isolation. This principle of continuity, one of the most powerful and versatile tools in the mathematician's hopechest, is basic also in the biological world.
The usual equations of mathematical physics arise from the application of imbedding techniques, by means of the introduction of fluxes at arbitrary points, by means of the introduction of time, and so on. By introducing other parameters of significance and applying invariance principles in a different fashion, we have obtained new equations which possess certain computational and analytic advantages over the classical formulations. We have indicated how one can pass back and forth from one type of equation to the other.

One of the major difficulties of the classical approach lies in the fact that it leads to boundary value problems which in turn lead to Fredholm integral equations.

Ultimately, for the solution of these problems in numerical terms, we are forced to the solution of large systems of linear equations. This is a most subtle and difficult problem and one for which modern digital computers are not well suited.

The new approach presented here leads to the solution of initial value problems, not necessarily in time but in other meaningful physical parameters, and computationally to the iteration of nonlinear transformations. This latter is a task well designed for the digital computer. Finally, we note that our formulation very often corresponds to the way the data is obtained experimentally.
Let us note in passing that there are available other techniques for converting boundary-value problems involving Fredholm-type integral equations to initial value problems relying upon Volterra-type integral equations. Generalizing results of Holmgren and Levi, Muntz discussed how this could be done for the heat equation, while Milgram and Rosenbloom used a different device for treating generalized potential theory, involving the harmonic integrals of Hodge. Our methods are quite different from theirs, since ours always involve a variation of the domain, while theirs keep the domain fixed.

Secondly, let us point out that the Riccati equations which are characteristic of our approach can be obtained in a number of different ways in dealing with ordinary second-order differential equations. The derivation we
employ is quite different from that obtained by a simple change of a dependent variable, and different also from that resulting from dynamic programming. Our methods lead naturally to the generalized Riccati equations corresponding to partial differential operators.

The functions with which we deal, the reflection and transmission functions, appear to be basic functions of analysis. This is to be expected since they represent fundamental physical quantities. If we use these functions we obtain a new approach to the problems of existence and uniqueness of solutions of the classical equations, and new representations for the solutions of these equations. What is most important is that these methods are independent of characteristic value and spectral theory. Results of this type will appear in the near future.

Although we have from time to time mentioned various computational advantages of our procedures, we have not included any calculations in this paper for several reasons. In the first place, the paper has already assumed a certain unwieldy length. Far more important is the fact that numerical solution of significant problems introduce a number of nontrivial questions, regardless of the method that is used. Any who have engaged in the computational solution of equations will sadly testify to this. Consequently, we feel that it is better to leave the calculations for a separate study, devoted merely to this aspect.
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#### Abstract

The system considered is an $n$-dimensional cubic crystal with nearest-neighbor central and noncentral harmonic forces in which the mass $M$ of one of the lattice particles is relatively large. It is assumed that the velocities and positions of the light particles in the system (mass $m$ ) are normally distributed, at time $t=0$, as in thermal equilibrium. The conditional velocity distribution for the heavy particle at time $t$ is then a normal distribution with a time-dependent mean value. This mean value is the velocity autocorrelation function. The dispersion of the distribution is shown to be a simple function of the autocorrelation. In the limit $M / m \gg 1$ in the one- and two-dimensional lattices, the autocorrelation function is, respectively, a damped exponential and a damped oscillating exponential. These different types of statistical behavior are related to the different dynamic properties of the medium with which the heavy particle interacts.


## I. INTRODUCTION

IN this paper we study a classical mechanical model which exhibits Brownian-like motion. The model is a modification of the simple $n$-dimensional cubic type crystal lattice with nearest-neighbor central and noncentral harmonic forces. There have been a considerable number of investigations of the properties of such models recently. ${ }^{1-3}$ Therefore, it is interesting to note that the dynamical properties of the one-, two-, and three-dimensional lattices were studied extensively by Hamilton ${ }^{3}$ in 1839. The modification of the lattice model in this paper is made by increasing the mass of one of the lattice particles to a relatively large value. The conditional velocity distribution function for the heavy particle is obtained from the solution of the equations of motion of the entire lattice. Only one statistical, or nonmechanical, element is introduced, namely, the initial positions and velocities of the particles in the crystal are assumed to be canonically distributed. ${ }^{4}$ There is a marked contrast between the detailed microscopic treatment in this paper and the phenomenological treatments of Brownian motion which start with a Langevin or Fokker-Planck equation. ${ }^{5}$

[^61]In Sec. II the equations of motion of the lattice are solved, and a simple expression is obtained for the velocity of the heavy particle at time $t$ as a linear combination of the initial positions and velocities of all the particles in the lattice. In Sec. III it is assumed that the initial positions and velocities of the light particles in the lattice are canonically (normally) distributed and that the initial velocity of the heavy particle is $v_{0}$. Under these conditions, an expression is obtained for the probability that the velocity of the heavy particle is $v$ at time $t$. This expression for the conditional velocity distribution function is a gaussian distribution whose mean and standard deviation are both related to the velocity autocorrelation function. In Sec. IV explicit expressions are obtained for the velocity autocorrelation function in the case of the one- and the two-dimensional lattices. In the one-dimensional case, the known result ${ }^{6}$ that the autocorrelation function is a simple exponential is obtained. In the two-dimensional case, the autocorrelation function is shown to be an exponentially damped, oscillating function of the time. We note that the autocorrelation functions obtained from the oneand two-dimensional lattice models have the same form as the autocorrelation functions derived from phenomenological Langevin equations for a free and for a harmonically bound particle, respectively.

## II. DESCRIPTION OF MODEL AND SOLUTION OF EQUATIONS OF MOTION

We consider a modification of an $n$-dimensional lattice with nearest-neighbor central and noncentral harmonic forces and with periodic boundary conditions. ${ }^{1}$ There are assumed to be $2 N+1$ lattice points in each of the lattice directions, labelled from $-N$ to $+N$. A particle in the lattice is designated by the $n$-component vector $\mathbf{R}$ whose components $r_{j}$ are integers such that $-N \leqslant r_{j} \leqslant N, j=1, \cdots, n$. The principal modification which is introduced into the conventional model is that the mass of particle $0=\{0, \cdots, 0\}$ is $M$, whereas the

[^62]masses of the other particles are $m$. A second modification, which is introduced merely as a formal convenience to make the potential energy matrix positive definite, is that each particle is held to its lattice site by a harmonic force (strength $=k^{\prime}$ ). Ultimately we shall be interested in the limit $k^{\prime} \rightarrow 0$. The equations of motion of the system for particle displacements in a given lattice direction are independent of the displacements in other lattice directions. ${ }^{1}$ The equations of motion for the $x$ component are
\[

$$
\begin{align*}
& {[m+(M-m) \delta 0, \mathbf{R}] x_{t t}[\mathbf{R}, t]} \\
& \begin{aligned}
&=-k^{\prime} x[\mathbf{R}, t]+\sum_{j=1}^{n} k_{j}\left\{x\left[\mathbf{R}+\mathbf{l}_{j}, t\right]\right. \\
&\left.\quad-2 x[\mathbf{R}, t]+x\left[\mathbf{R}-\mathbf{l}_{j}, t\right]\right\}
\end{aligned}
\end{align*}
$$
\]

where a subscript $t$ denotes differentiation with respect to time and $x[\mathbf{R}, t]$ is the displacement from equilibrium in the $x$ direction of particle $R$. The vector $\mathbf{l}_{j}$ is a unit vector in the lattice direction $j$. The various nearest neighbor force constants are denoted by $k_{j}$ and the Kronecker delta

$$
\delta 0, \mathbf{R}=\left\{\begin{array}{lll}
1 & \text { if } & \mathbf{R}=0 \\
0 & \text { if } & \mathbf{R} \neq \mathbf{0} .
\end{array}\right.
$$

Equations (1) are solved by introducing a generating function. If we multiply the equation for $x_{t}[\mathbf{R}, t]$ by $(2 N+1)^{-n / 2} \exp [(2 \pi i / 2 N+1) \mathbf{S} \cdot \mathbf{R}]$ and sum the resulting set of equations, we obtain

$$
\begin{align*}
& G_{t t}[\mathbf{S}, t]+(2 N+1)^{-n / 2} Q x_{t t}[0, t] \\
& \quad=-\gamma^{\prime} G[\mathbf{S}, t]-2 \sum_{j=1}^{n} \gamma_{j}\left\{1-\cos \frac{2 \pi s_{j}}{2 N+1}\right\} G[\mathbf{S}, t] \tag{2}
\end{align*}
$$

where the vector S has integer components $s_{1}, \cdots, s_{n}$ and $-N \leqslant s_{j} \leqslant N$. The generating function $G[\mathbf{S}, t] \mathrm{i}$, by definition
$G[\mathbf{S}, t]=(2 N+1)^{-n / 2} \sum_{\{\mathbf{R}\}} x[\mathbf{R}, t] \exp \left[\frac{2 \pi i}{2 N+1} \mathbf{S} \cdot \mathbf{R}\right]$,
where the sum is over all vectors $\mathbf{R}$. The parameters $Q$, $\gamma^{\prime}$, and $\gamma_{j}$ are, respectively, $(M-m) / m, k^{\prime} / m$, and $k_{j} / m$. Equation (2) for the generating function can be solved by the method of Laplace transforms.

The Laplace transform of Eq. (2) is

$$
\begin{align*}
&-G_{t}[\mathbf{S}, 0]-p G[\mathbf{S}, 0]+p^{2} \Gamma[\mathbf{S}, p] \\
&-(2 N+1)^{-n / 2} Q\left\{x_{t}[0,0]+p x[0,0]-p^{2} \xi[0, p]\right\} \\
&=\left\{-\gamma^{\prime}-2 \sum_{j=1}^{n} \gamma_{j}\left(1-\cos \frac{2 \pi s_{j}}{2 N+1}\right)\right\} \Gamma[\mathbf{S}, p] \tag{4}
\end{align*}
$$

where $\Gamma[S, p]$ is the Laplace transform of $G[\mathbf{S}, t], \Gamma[\mathbf{S}, p]$ $=\int_{0}{ }^{\infty} G[\mathbf{S}, t] e^{-p t} d t$, and $\xi[0, p]$ is the transform of $x[0, t]$. In fact, there is the general relation
$\Gamma[\mathbf{S}, p]=(2 N+1)^{-n / 2} \sum_{\{\mathbf{R}\}} \xi[\mathbf{R}, p] \exp \left\{\frac{2 \pi i}{2 N+1} \mathbf{S} \cdot \mathbf{R}\right\}$.
$G_{t}[\mathbf{S}, 0]$ and $G[\mathrm{~S}, 0]$ contain all initial conditions. If we solve Eq. (4) for $\Gamma[S, p]$, we obtain

$$
\begin{equation*}
\Gamma[\mathbf{S}, p]=\frac{G_{t}[\mathbf{S}, 0]+p G[\mathbf{S}, 0]+(2 N+1)^{-n / 2} Q\left\{x_{t}[\mathbf{0}, 0]+p x[\mathbf{0}, 0]-p^{2} \xi[0, p]\right\}}{p^{2}+\gamma^{\prime}+2 \sum_{j=1}^{n} \gamma_{j}\left(1-\cos \frac{2 \pi s_{j}}{2 N+1}\right)} \tag{6}
\end{equation*}
$$

It follows from the orthonormality of the quantities, $(2 N+1)^{-n / 2} \exp \{(2 \pi i / 2 N+1) \mathbf{S} \cdot \mathbf{R}\}$, that if both sides of Eq. (6) are multiplied by $(2 N+1)^{-n / 2}$ and summed over all values of $\{\mathbf{S}\}$ that

$$
\begin{align*}
\xi[0, p]= & \sum_{\{\mathbb{R}\}}^{\prime}\left\{x_{i}[\mathbf{R}, 0]+p x[\mathbf{R}, 0]\right\} \zeta[\mathbf{R}, p] \\
& +(Q+1)\left\{x_{t}[\mathbf{0}, 0]+p x[0,0]\right\} \zeta[0, p] \\
& -Q p^{2} \xi[0, p] \xi[0, p], \tag{7}
\end{align*}
$$

where the prime on the summation sign indicates that the $\mathbf{R}=\mathbf{0}$ term is omitted, and where

$$
\begin{align*}
& \zeta[\mathbf{R}, p]=(2 N+1)^{-n / 2} \\
& \qquad \begin{aligned}
& \times \sum_{\{\mathbf{S}\}}\left[p^{2}+\gamma^{\prime}+2 \sum_{j=1}^{n} \gamma_{j}\left(1-\cos -\frac{2 \pi s_{j}}{2 N+1}\right)\right]^{-1} \\
& \quad \times \exp \left\{\frac{2 \pi i}{2 N+1} \mathbf{S} \cdot \mathbf{R}\right\}
\end{aligned}
\end{align*}
$$

On solving Eq. (7) for $\xi[0, p]$, the expression is

$$
\begin{align*}
\xi[\mathbf{0}, p]=(Q+1) & \left\{x_{t}[\mathbf{0}, 0]+p x[\mathbf{0}, 0]\right\} \\
& \times \zeta[\mathbf{0}, p]\left\{1+Q p^{2} \zeta[\mathbf{0}, p]\right\}^{-1} \\
+ & \sum_{\{\mathbb{R}\}}^{\prime}\left\{x_{t}[\mathbf{R}, 0]+p x[\mathbf{R}, 0]\right\} \\
& \left.\times \zeta[\mathbf{R}, p]\left\{\mathbf{1}+Q p^{2}\right\}[\mathbf{0}, p]\right\}^{-1} \tag{8}
\end{align*}
$$

Expressions for $x[0, t]$ and $x_{i}[0, t]$ can be obtained by inverting the Laplace transforms in Eq. (8). In the next section, we will be exclusively concerned with the expression for $x_{t}[0, t]$,

$$
\begin{align*}
& x_{t}[\mathbf{0}, t]=x_{t}[\mathbf{0}, 0] X_{t}[\mathbf{0}, t]+x[0,0] X_{t t}[\mathbf{0}, t] \\
& +\frac{1}{Q+1} \sum_{\{\mathbf{R}\}}^{\prime}\left\{x_{t}[\mathbf{R}, 0] \mathbf{X}_{t}[\mathbf{R}, t]\right. \\
&  \tag{9}\\
& \left.\quad+x[\mathbf{R}, 0] X_{t t}[\mathbf{R}, t]\right\}
\end{align*}
$$

where

$$
\begin{equation*}
X[\mathbf{R}, t]=\frac{Q+1}{2 \pi i} \int_{L} \frac{\zeta[\mathbf{R}, p] e^{p t} d p}{1+Q p^{2} \zeta[0, p]} . \tag{10}
\end{equation*}
$$

The path of integration in Eq. (10) is a line parallel to the imaginary $p$ axis and to the right of all singularities of the integrand. Equation (9) is an expression for the velocity of particle 0 as a linear combination of initial positions and velocities. ${ }^{7}$

We will now show that the set of functions, $\{X[\mathbf{R}, t]\}$, from which the time-dependent coefficients in Eq. (9) can be derived, is a solution of the equations of motion (1) for a particular initial condition. Consider the expression Eq. (6) for the generating function for the case in which the only nonzero initial value is $x_{t}[0,0]$, i.e.,

$$
\begin{align*}
x[\mathbf{R}, 0] & =0, \quad \text { all } \mathbf{R} \\
x_{i}[\mathbf{R}, 0] & =\delta \mathbf{R}, 0 . \tag{11a}
\end{align*}
$$

The Laplace transform of $G[\mathbf{S}, t]$ is, in this case,

$$
\begin{equation*}
\Gamma[\mathbf{S}, p]=\frac{(2 N+1)^{-n / 2}\left\{Q+1-Q p^{2} \xi[0, p]\right\}}{p^{2}+\gamma^{\prime}+2 \sum_{i=1}^{n} \gamma_{j}\left(1-\cos \frac{2 \pi s_{j}}{2 N+1}\right)} . \tag{11}
\end{equation*}
$$

If Eq. (11) is multiplied by

$$
(2 N+1)^{-n / 2} \exp \{-(2 \pi i / 2 N+1) \mathbf{S} \cdot \mathbf{R}\},
$$

$\mathbf{R} \neq \mathbf{0}$ and summed over all $\mathbf{S}$, one obtains an expression for $\xi[\mathbf{R}, p]$, the transform of $x[\mathbf{R}, t]$ [see Eq. (5) $]$, in terms of the transform of $x[0, t]$,

$$
\begin{equation*}
\xi[\mathbf{R}, p]=(Q+1) \zeta[-\mathbf{R}, p]-Q p^{2} \xi[0, p] \zeta[-\mathbf{R}, p] . \tag{12}
\end{equation*}
$$

The expression for $\xi[0, p]$ for the initial condition (11a) is, according to Eq. (8),

$$
\begin{equation*}
\xi[0, p]=(Q+1) \zeta[0 ; p] /\left(1+Q p^{2} \zeta[0, p]\right) . \tag{13}
\end{equation*}
$$

On substituting this expression in Eq. (12), $\xi[\mathbf{R}, p]$ can be rewritten as

$$
\begin{equation*}
\left.\xi[\mathbf{R}, p]=(Q+1) \zeta[-\mathbf{R}, p] /\left(1+Q p^{2}\right\}[0, p]\right) \tag{14}
\end{equation*}
$$

Upon inverting Eqs. (13) and (14), it is seen that

$$
\begin{align*}
x[\mathbf{R}, t] & =X[-\mathbf{R}, t] \\
& =X[\mathbf{R}, t], \tag{15}
\end{align*}
$$

where $X[\mathrm{R}, t]$ is defined in Eq. (10). It has thus been shown that the time-dependent contribution to $x_{t}[0, t]$ of arbitrary nonzero values of $x[\mathbf{R}, 0]$ and $x_{t}[R, 0]$ in

Eq. (9) can be expressed in terms of time derivatives of the function $X[\mathrm{R}, t]$, where the functions $\{X[\mathrm{R}, t]\}$ constitute a set of solutions of the equations of motion (1) for the initial conditions (11a).

In order to express concisely the relation which has been established between the time-dependent coefficients in Eq. (9) and the solution of the equations of motion, $\{X[\mathbf{R}, t]\}$, and to simplify the rest of the analysis, we introduce a matrix notation. The equations of motion (1) in matrix form are

$$
\begin{equation*}
\mathbf{M} \mathbf{X}_{t t}(t)=\mathbf{V} \mathbf{X}(t), \tag{16}
\end{equation*}
$$

where $\mathbf{M}$ is the diagonal mass matrix with elements

$$
m \delta \mathbf{R}, \mathbf{R}^{\prime}+(M-m) \delta 0, \mathbf{R}^{\prime}
$$

where $\mathbf{V}$ is the potential energy matrix for the system of particles [the matrix of the coefficients on the right-hand side of Eq. (1)], and where $\mathbf{X}(t)$, the particular solution chosen for illustration, is the vector whose components are $X[\mathbf{R}, t]$. In terms of the foregoing quantities, the velocity of particle 0, Eq. (9), at time $t$, for arbitrary initial conditions, can be rewritten as

$$
\begin{align*}
x_{t}[\mathbf{0}, t] & =M^{-1}\left\{\mathbf{x}_{t}(0)^{T} \mathbf{M} \mathbf{X}_{i}(t)+\mathbf{x}(0)^{T} \mathbf{M} \mathbf{X}_{t t}(t)\right\} \\
& =M^{-1}\left\{\mathbf{x}_{t}(0)^{T} \mathbf{M} \mathbf{X}_{t}(t)+\mathbf{x}(0)^{T} \mathbf{V} \mathbf{X}(t)\right\}, \tag{17}
\end{align*}
$$

where use is made of Eq. (16), where the initial conditions $x[\mathbf{R}, 0]$ and $x_{t}[\mathbf{R}, 0]$ are expressed as the vectors, $\mathbf{x}(0)$ and $\mathbf{x}_{t}(0)$, and where $\mathbf{x}(0)^{T}$ denotes the transpose of $\mathbf{x}(0)$.

## III. VELOCITY DISTRIBUTION FUNCTION

One of the principal objectives of this work is to obtain a conditional velocity distribution function for the heavy particle 0 . At the end of the preceding section, an explicit expression for the velocity of particle 0 at time $t$ was obtained in the form of a linear combination of the initial conditions $\mathbf{x}_{t}(0)$ and $\mathbf{x}(0)$ for the system of $(2 N+1)^{n}$ particles. In order to proceed, it will be assumed that the initial positions and velocities are canonically distributed, i.e., the distribution function for the initial $x$ components of motion is
$W\left[\mathrm{x}_{t}(0), \mathbf{x}(0)\right]$

$$
\begin{equation*}
=\mathscr{N} \exp \left\{-(1 / 2 k T)\left[\mathbf{x}_{t}(0)^{T} \mathbf{M x}_{t}(0)+\mathbf{x}(0)^{T} \mathbf{V} \mathbf{x}(0)\right]\right\}, \tag{18}
\end{equation*}
$$

where $\mathscr{N}$ is a normalization constant. With this assumption, the expression for the conditional velocity distribution, $P\left(v, t \mid v_{0}, 0\right)$, the probability that the velocity of particle $\mathbf{0}$ is $v$ at time $t$ when it was $v_{0}$ at time zero, is

$$
1)=\frac{\int_{-\infty}^{\infty} \cdots \int d \mathbf{x}_{t}(0) \int_{-\infty}^{\infty} \cdots \int d \mathbf{x}(0) \delta\left\{v-M^{-1}\left[\mathbf{x}_{t}(0)^{r} \mathbf{M}_{\mathbf{M}}(t)+\mathbf{x}(0)^{T} \mathbf{V} \mathbf{X}(t)\right]\right\} \delta\left\{x_{t}[0,0]-v_{0}\right\} w\left[\mathbf{x}_{t}(0), \mathbf{x}(0)\right]}{\int_{-\infty}^{\infty} \cdots \int d \mathbf{x}_{t}(0) \int_{-\infty}^{\infty} \cdots \int d \mathbf{x}(0) \delta\left\{x_{t}[0,0]-v_{0}\right\} W\left[\mathbf{x}_{t}(0), \mathbf{x}(0)\right]}
$$

[^63]where $\delta\}$ is a Dirac $\delta$ function. By using an integral representation for the $\delta$ functions in Eq. (19), the integrations can be performed (see Appendix A), and the following simple result is obtained:
\[

$$
\begin{align*}
& P\left(v, t \mid v_{0}, 0\right)=\left[2 \pi k T M^{-1}\left\{1-X_{t^{2}}[0, t]\right\}\right]^{-\frac{1}{2}} \\
& \times \exp \left[-\frac{M\left\{v-v_{0} X_{t}[0, t]\right\}^{2}}{2 k T\left\{1-X_{t}{ }^{2}[0, t]\right\}}\right] \tag{20}
\end{align*}
$$
\]

where $X_{t}[0, t]$ is the velocity of particle 0 at time $t$ corresponding to the special initial conditions (11a). This result is a generalization of the results of Mazur and Montroll ${ }^{2}$ and Hemmer. ${ }^{6}$

The conditional mean velocity, or autocorrelation function of the heavy particle, is

$$
\begin{equation*}
\langle v(t)\rangle=v_{0} X_{i}[0, t] \tag{21}
\end{equation*}
$$

and the dispersion about the mean $\sigma^{2}(t)=\left\langle v^{2}(t)\right\rangle-\langle v(t)\rangle^{2}$ is

$$
\begin{equation*}
\sigma^{2}(t)=k T M^{-1}\left\{1-X_{t}^{2}[0, t]\right\} \tag{22}
\end{equation*}
$$

Thus the time-dependence of both parameters characterizing the distribution function $P\left(v, t \mid v_{0}, 0\right)$ is determined solely by the autocorrelation function $X_{t}[0, t]$. It should be mentioned here that it can easily be shown that the distribution function for the velocity of particle $0, w\left(x_{t}[0,0]\right)$, which was assumed initially, is preserved in the course of time. That is, $w\left(x_{t}[0,0]\right)$ defined by

$$
\begin{aligned}
& w\left(x_{t}[0,0]\right) \\
& \quad=\int_{-\infty}^{\infty} \cdots \int^{\prime} d \mathbf{x}_{t}(0) \int_{-\infty}^{\infty} \cdots \int d \mathbf{x}(0) w\left[\mathbf{x}_{t}(0), \mathbf{x}(0)\right] \\
& \quad=\left(2 \pi k T M^{-1}\right)^{-\frac{1}{2}} \exp \left\{-M x_{i}{ }^{2}[0,0] / 2 k T\right\}
\end{aligned}
$$

where the prime indicates that the integration over $x_{i}[0,0]$ is omitted, has the same form as the velocity distribution for particle 0 at time $t$

$$
\begin{aligned}
& P(v, l)= \int_{-\infty}^{\infty} \cdots \int d \mathbf{x}_{t}(0) \int_{-\infty}^{\infty} \cdots \int d \mathbf{x}(0) \\
& \times \delta\left\{v-M^{-1}\left[\mathbf{x}(0)^{T} \mathbf{M} \mathbf{X}_{t}(t)+\mathbf{x}(0)^{T} \mathbf{V X}(t)\right]\right\} \\
& \times{ }^{\infty}\left[\mathbf{x}_{t}(0), \mathbf{x}(0)\right]
\end{aligned}
$$

$$
=\left(2 \pi k T M^{-1}\right)^{-1} \exp \left\{-M v^{2} / 2 k T\right\}
$$

Obviously, this result is to be expected. Nevertheless, it is surprising that it can be obtained in such a trivial fashion.

## IV. PROPERTIES OF THE VELOCITY AUTOCORRELATION FUNCTION $X_{i}[0, t]$

In this section we first discuss some general properties of the autocorrelation function $X_{t}[0, t]$ in the limits in which $\gamma^{\prime} \rightarrow 0$ and $N \rightarrow \infty$; and then we obtain expres-
sions for $X_{t}[0, t]$ in the case of the one- and twodimensional lattices when $m / M \ll 1$ (the $n$-dimensional lattice will be referred to as an $n D$ lattice). The passage to the limit $\gamma^{\prime}=0$ is a trivial one. The parameter $\gamma^{\prime}$ was introduced to facilitate the integrations in Eq. (19). In the limit $N=\infty$, the summation in Eq. (7a) is replaced by an integration and the discrete variable $2 \pi s_{j} /(2 N+1)$ by the continuous variable $\theta_{j}$. According to Eqs. (10) and ( 7 a ), in the limit $\gamma^{\prime}=0$ and $N=\infty$,

$$
\begin{equation*}
X_{t}[0, t]=\frac{Q+1}{2 \pi i} \int_{L} \frac{e^{p t} d p}{Q p+(p \zeta[0, p])^{-1}} \tag{23}
\end{equation*}
$$

where

$$
\begin{align*}
\zeta[0, p]=\left(\frac{1}{2 \pi}\right)^{n} \int_{-\pi}^{\pi} & \cdots \int d \theta_{1} \cdots d \theta_{n} \\
& \times\left[p^{2}+2 \sum_{j=1}^{n} \gamma_{j}\left(1-\cos \theta_{j}\right)\right]^{-1} \tag{24}
\end{align*}
$$

The following alternative form of $\zeta[0, p]$ can be obtained from Eq. (24) by replacing

$$
\left[p^{2}+2 \sum_{j=1}^{n} \gamma_{j}\left(1-\cos \theta_{j}\right)\right]^{-1}
$$

by

$$
\int_{0}^{\infty} d u \exp \left\{-u\left[p^{2}+2 \sum_{j=1}^{n} \gamma_{j}\left(1-\cos \theta_{j}\right)\right]\right\}
$$

and noting that the integral representation of the Bessel function $J_{0}(x)$ is $(2 \pi)^{-1} \mathcal{J}_{-\pi} \pi d \theta \exp (-i x \cos \theta)$,

$$
\begin{align*}
\zeta[0, p]= & \int_{0}^{\infty} d u \\
& \times \exp \left(-p^{2} u\right) \prod_{j=1}^{n}\left\{\exp \left(-2 \gamma_{j} u\right) J_{0}\left(2 i \gamma_{j} u\right)\right\} \tag{25}
\end{align*}
$$

In the $1 D$ and $2 D$ lattices, $\zeta[0, p]$ is, respectively, ${ }^{8}$

$$
\begin{equation*}
\zeta[0, p]=p^{-1}\left[p^{2}+4 \gamma\right]^{-\frac{1}{2}} \tag{26}
\end{equation*}
$$

and

$$
\begin{align*}
& \zeta[0, p]=\left(p^{2}+4 \gamma_{1}\right)^{-\frac{1}{2}}\left(p^{2}+4 \gamma_{2}\right)^{-\frac{1}{2}} \\
& \quad \times{ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ; 16 \gamma_{1} \gamma_{2}\left(p^{2}+4 \gamma_{1}\right)^{-1}\left(p^{2}+4 \gamma_{2}\right)^{-1}\right] \tag{27}
\end{align*}
$$

where ${ }_{2} F_{1}[]$ is a hypergeometric function.
As an indication of different dynamical behavior in the $1 D$ and $2 D$ lattices, consider the value of the following integral:

$$
\begin{equation*}
\Delta X=\int_{0}^{\infty} X_{t}[\mathbf{0}, t] d t \tag{28}
\end{equation*}
$$

The distance $\Delta X$ is the net displacement of particle 0 in

[^64]the case of the special initial conditions (11a), as well as the integral of the autocorrelation function. A general expression for $\Delta X$ is
\[

$$
\begin{equation*}
\Delta X=\lim _{p \rightarrow 0} \frac{(Q+1) p s[0, p]}{1+Q p^{2} \zeta[0, p]} \tag{29}
\end{equation*}
$$

\]

and in the $1 D$ and $2 D$ lattices $\Delta X$ has the values $(Q+\mathbf{1})(4 \gamma)^{-\frac{1}{2}}$ and $\mathbf{0}$, respectively. It can thus be seen that in the $1 D$ lattice, particle $\mathbf{0}$ and its neighbors come to rest a distance $\Delta X$ from their initial positions whereas in the $2 D$ lattice, particle 0 behaves as if it were moving in a potential well with a minimum at its initial position. ${ }^{9}$ These different dynamical properties are undoubtedly related to the corresponding localizability properties of particles in such lattices discussed by Peierls, ${ }^{10}$ Wigner, ${ }^{11}$ and Montroll. ${ }^{1}$

We will now obtain expressions for $X_{t}[0, t]$ in the $1 D$ and $2 D$ lattices. The calculation of $X_{t}[0, t]$ for the $3 D$ lattice will be reported in a later publication.

## (a) $1 D$ Lattice

In the case of the $1 D$ lattice, the expression for $X_{t}[0, t]$, which is obtained by substituting Eq. (26) in Eq. (23), is

$$
\begin{equation*}
X_{i}[0, t]=\frac{Q+1}{2 \pi i} \int_{L} \frac{\exp \left(2 \gamma^{\frac{1}{2}} \rho t\right) d \rho}{Q \rho+\left(1+\rho^{2}\right)^{\frac{1}{3}}}, \tag{30}
\end{equation*}
$$

where $p$ has been replaced by $2 \gamma^{\frac{1}{2} \rho}$. There are two values of $Q$ for which the value of $X_{t}[0, t]$ is readily obtained, namely $Q=0$ and $Q=1 \quad(M=m$ and $M=2 m$, respectively),

$$
X_{t}[0, t]=\left\{\begin{array}{cl}
J_{0}(\tau), & M=m \\
2 \tau^{-1} J_{1}(\tau), & M=2 m,
\end{array}\right.
$$

where $\tau=2 \gamma^{\frac{1}{2} t}$, and where $J_{0}(\tau)$ and $J_{1}(\tau)$ are Bessel functions of the first kind. The former result for the uniform lattice is a relatively old one. ${ }^{3,12}$ Since, in this work, we are interested in these lattices as models for the study of Brownian motion, we will confine our attention to the case in which $M \gg m(Q \gg 1)$.

The integrand in Eq. (30) has two branch points, at $\rho=i$ and $-i$. A cut can be drawn between the branch points as shown in Fig. 1; then the path of integration, $L$ can be deformed into a closed contour $C$ as shown. It can readily be verified that the integrand has a simple pole at $\rho_{0}=-\left(Q^{2}-1\right)^{-1}$ (and when $Q>1, \rho_{0}$ is real). The contour $C$ can be deformed so that $X_{t}[0, t]$ in Eq. (30) can be expressed as the sum of two terms, the residue at

[^65]

Fig. 1. The cut is a semicircular arc of unit radius in the $\rho$ plane.
$\rho_{0}=-\left(Q^{2}-1\right)^{-\frac{1}{2}}$ and $\delta_{1} X_{t}(t)$, the value of the line integral around $C^{\prime}$,

$$
\begin{align*}
& X_{t}[0, t]=\frac{Q+1}{Q-Q^{-1}} \exp \left[-\tau\left(Q^{2}-1\right)^{-1}\right] \\
&+\frac{Q+1}{2 \pi i} \int_{C^{\prime}} \frac{e^{\rho \tau} d \rho}{Q \rho+\left(1+\rho^{2}\right)^{\frac{1}{2}}} . \tag{31}
\end{align*}
$$

It is shown in Appendix B that $\left|\delta_{1} X_{t}(t)\right| \leqslant 2^{\frac{1}{4}} Q^{-1}$, a bound which is independent of the time. Thus, in the limit $Q \gg 1$ and for times $t$ which are not too large, the autocorrelation function $X_{i}[0, t]$ is

$$
\begin{equation*}
X_{t}[0, t] \cong e^{-\tau / Q}, \tag{32}
\end{equation*}
$$

a result obtained by Hemmer, ${ }^{6}$ and Rubin. ${ }^{4 \mathrm{a}}$ The decay constant or relaxation time

$$
\tau_{R}=Q / 2 \gamma^{\frac{1}{2}}
$$

is such that in the time $\tau_{R}$, a wave front originating at particle 0 and traveling with the velocity of very long waves in the lattice $\gamma^{\frac{1}{2}}$ will pass over a number of light particles whose total mass is $M$. Note further that the initial acceleration or initial slope of the autocorrelation curve plotted as a function of the time is not given accurately by Eq. (32). The exact value $X_{t t}[0,0]=0$ results from a cancellation of the derivative of the term shown in Eq. (32) with the derivative of the negligible correction term, since they are both of order $1 / Q$. The form of Eq. (32) which is correct to the first order in $1 / Q$ can be shown to be

$$
\begin{aligned}
X_{t}[0, t] & \cong e^{-\tau / Q} \\
& +Q^{-1}\left\{\tau\left[1-\int_{0}^{\tau} \sigma^{-1} J_{1}(\sigma) d \sigma\right]-J_{0}(\tau)\right\} .
\end{aligned}
$$



Fig. 2. The curved portion of the cut in the $\rho$ plane is a semicircular arc of unit radius. The poles at $\rho_{ \pm}$are outside the contour $C^{\prime \prime}$.
(b) $2 D$ Lattice

In the case of the $2 D$ lattice, the expression for $X_{t}[0, t]$ is

$$
\begin{align*}
& X_{t}[0, t]=\frac{Q+1}{2 \pi i} \\
& \quad \times \int_{L} \frac{e^{\rho \tau} d \rho}{Q \rho+\rho^{-1}\left(\rho^{2}+1\right) /{ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ;\left(\rho^{2}+1\right)^{-2}\right]} \tag{33}
\end{align*}
$$

where it has been assumed that $\gamma_{1}=\gamma_{2}=\gamma$ to simplify the discussion. The integrand in Eq. (33) has logarithmic singularities at $\rho=0, \pm i$, and $\pm 2^{\frac{1}{i}} i$. A cut can be drawn connecting these points, as shown in Fig. 2. As in the $1 D$ case, the path of integration $L$ can be deformed into a closed contour $C$ as shown. It is shown in Appendix C that the integrand contains two poles, at $\rho_{ \pm}=a \exp \left[ \pm i\left(\frac{1}{2} \pi+\delta\right)\right]$ where $a \ll 1$; and that as $Q \rightarrow \infty, a$ and $\delta$ are determined by the relations

$$
Q \cong \pi / a^{2} \ln \left(8 / a^{2}\right)
$$

and

$$
\delta \cong \pi / 2 \ln \left(8 / a^{2}\right)
$$

Proceeding as in the $1 D$ case, the path of integration $C$
Table I.

| $a$ |  |  |  |  |  |
| ---: | :---: | :---: | ---: | :---: | :---: |
| $Q$ | $a$ | $\ln \left(a^{2} / 8\right)$ | $\operatorname{Res}(0)$ | $1+\left[\ln \left(8 / a^{2}\right)\right]^{-1}$ |  |
| 127 | $10^{-1.5}$ | $\pm 0.1863$ | -8.99 | 1.105 | 1.111 |
| 811 | $10^{-2.0}$ | $\pm 0.1483$ | -11.29 | 1.087 | 1.089 |
| 5590 | $10^{-2.5}$ | $\pm 0.1232$ | -13.59 | 1.074 | 1.074 |
| 40800 | $10^{-3.0}$ | $\pm 0.1053$ | -15.89 | 1.063 | 1.063 |

can be deformed into $C^{\prime \prime}$ (see Fig. 2); and $X_{t}[0, t]$ can be expressed as a sum of terms, the sum of the residues at the two poles, $\rho_{ \pm}=a \exp \left[ \pm i\left(\frac{1}{2} \pi+\delta\right)\right]$ and the line integral around $C^{\prime \prime}$,

$$
\begin{align*}
& X_{t}[0, t]= \operatorname{Res}(t)+\delta_{2} X_{t}(t) \\
&= \frac{e^{-a \tau \sin \delta}}{1+\frac{1-2 \ln \left(8 / a^{2}\right)}{\left[\ln \left(8 / a^{2}\right)\right]^{2}+(\pi+2 \delta)^{2}}} \\
& \times\left\{\left[1-\frac{\ln \left(8 / a^{2}\right)}{\left[\ln \left(8 / a^{2}\right)\right]^{2}+(\pi+2 \delta)^{2}}\right] \cos (\alpha \tau \cos \delta)\right. \\
&\left.-\left[\frac{\pi+2 \delta}{\left[\ln \left(8 / a^{2}\right)\right]^{2}+(\pi+2 \delta)^{2}}\right] \sin \left(a_{\tau} \cos \delta\right)\right\} \\
& \quad+\delta_{2} X_{t}(t) . \quad(35 \tag{35}
\end{align*}
$$

Details are given in Appendix C. For the range of $Q$ of interest, $\delta_{2} X_{t}(t)$ contributes a relatively small, though not negligible, negative correction to the right-hand side of Eq. (35). In Table I, some pertinent values of the parameters are given. The column labeled $\operatorname{Res}(0)$ is the value of $\operatorname{Res}(t)$ at $t=0$. As can be seen, $\operatorname{Res}(0)$ overestimates the value of $X_{t}[0,0]$, which is unity. The last column is an approximate value of $\operatorname{Res}(0)$ obtained by an expansion of Eq. (C17) in powers of $\left[\ln \left(8 / a^{2}\right)\right]^{-1}$. As shown in Appendix C, the correction $\delta_{2} X_{t}(t)$ decreases in magnitude but is always negative.
An approximate form for the autocorrelation function $X_{t}[0, t]$ when $\left[\ln \left(8 / a^{2}\right)\right]^{-1} \ll 1$ is

$$
\begin{equation*}
X_{t}[0, t] \cong \cos (a \tau) \exp \left[-\pi a \tau / 2 \ln \left(8 / a^{2}\right)\right] . \tag{36}
\end{equation*}
$$

The decay constant in the exponential is relatively large compared to the period of the cosine factor. For the set of parameters in Table I associated with $Q=40800$, the value of $X_{t}[0, t]$ when $\cos \alpha \tau=-1$ is $X_{t}[0, t]=-0.73$. As an indication that the correction $\delta_{2} X_{t}(t)$ is significant in the limit of large $Q$, the integral of $X_{i}[0, t]$ in Eq. (35) with respect to the time is

$$
\Delta X \cong \delta / a .
$$

This value should be compared with the exact result, zero, obtained from Eq. (29).
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## APPENDIX A. VELOCITY DISTRIBUTION FUNCTION

On replacing the $\delta$ functions in Eq. (19) by their integral representations, the expression for $P\left(v, t \mid v_{0}, 0\right)$
can be written as

$$
\begin{array}{r}
\int_{-\infty}^{\infty} \cdots \int d \mathbf{x}_{t}(0) \int_{-\infty}^{\infty} \cdots \int d \mathbf{x}(0) \int_{-\infty}^{\infty} \frac{d s}{2 \pi} \int_{-\infty}^{\infty} \frac{d r}{2 \pi} \exp \left\{i s\left[v-M^{-1} \mathbf{x}_{t}(0)^{T} \mathbf{M} \mathbf{X}_{t}(t)-M^{-1} \mathbf{x}(0)^{r} \mathbf{V} \mathbf{X}(t)\right]\right. \\
\left.+i r\left[v_{0}-\mathbf{x}_{t}(0)^{T} \mathbf{\Delta}\right]-\frac{1}{2 k T}\left[\mathbf{x}_{t}(0)^{r} \mathbf{M x}_{t}(0)+\mathbf{x}(0)^{r} \mathbf{V} \mathbf{x}(0)\right]\right\} \\
\dot{P}\left(v, l \mid v_{0}, 0\right)=\frac{\int_{-\infty}^{\infty} \cdots \int d \mathbf{x}_{t}(0) \int_{-\infty}^{\infty} \cdots \int d \mathbf{x}(0) \int_{-\infty}^{\infty} \frac{d r}{2 \pi} \exp \left\{i r\left[v_{0}-\mathbf{x}_{t}(0)^{T} \mathbf{\Delta}\right]\right.}{\int_{-}^{\infty}},  \tag{A1}\\
\left.-\frac{1}{2 k T}\left[\mathbf{x}_{t}(0)^{T} \mathbf{M x}_{t}(0)+\mathbf{x}(0)^{r} \mathbf{V} \mathbf{x}(0)\right]\right\}
\end{array}
$$

where, for convenience, the scalar $x_{t}[0,0]$ has been replaced by the scalar product $\mathbf{x}_{t}(0)^{T} \cdot \mathbf{\Delta}$. All components of $\boldsymbol{\Delta}$ are zero, except the 0 component which is equal to unity. The integrations over $\mathbf{x}_{i}(0)$ and $\mathbf{x}(0)$ in Eq. (19) can be performed by using the following general relation ${ }^{13}$ :

$$
\begin{equation*}
\int_{-\infty}^{\infty} \cdots \int d \mathbf{z} \exp \left\{\boldsymbol{i} \mathbf{t}^{T} \mathbf{z}-\frac{1}{2} \mathbf{z}^{T} \mathbf{A} \mathbf{z}\right\}=\frac{(2 \pi)^{n / 2}}{(|A|)^{\frac{1}{2}}} \exp \left\{-\frac{1}{2} \mathbf{t}^{T} \mathbf{A}^{-1} \mathbf{t}\right\} \tag{A2}
\end{equation*}
$$

where $\mathbf{A}$ is a positive definite matrix of order $n,|A|$ denotes the determinant of $\mathbf{A}$, and $\mathbf{A}^{-1}$ the inverse of $\mathbf{A}$. The result is

$$
\int_{-\infty}^{\infty} \frac{d s}{2 \pi} \int_{-\infty}^{\infty} \frac{d r}{2 \pi} \exp \left\{i s v+i r v_{0}-\frac{k T}{2}\left[s M^{-1} \mathbf{M} \mathbf{X}_{t}(t)+r \Delta\right]^{T} \mathbf{M}^{-1}\left[s M^{-1} \mathbf{M} \mathbf{X}_{t}(t)+r \Delta\right]\right.
$$

$P\left(v, t \mid v_{0}, 0\right)=$

$$
\begin{equation*}
\left.-\frac{k T}{2} s^{2} M^{-2}[\mathbf{V X}(t)]^{r} \mathbf{V}^{-1}[\mathbf{V X}(t)]\right\} \tag{A3}
\end{equation*}
$$

$$
\int_{-\infty}^{\infty} \frac{d r}{2 \pi} \exp \left\{i r v_{0}-\frac{k T}{2} r^{2} \Delta \mathbf{M}^{-1} \Delta\right\}
$$

$$
\int_{-\infty}^{\infty} \frac{d s}{2 \pi} \exp \left\{i s v-\frac{k T}{2} s^{2} M^{-2}\left[\mathbf{X}_{t}(t)^{r} \mathbf{M} \mathbf{X}_{t}(t)+\mathbf{X}(t)^{r} \mathbf{V} \mathbf{X}(t)\right]\right.
$$

$$
\begin{equation*}
\left.-\left[v_{0}+i k T s M^{-1} \Delta^{T} \mathbf{X}_{t}(t)\right]^{2} /\left[2 k T \Delta^{T} \mathbf{M}^{-1} \Delta\right]\right\} \tag{A4}
\end{equation*}
$$

where the existence of $V^{-1}$ in Eq. (A3) has been insured by the addition of the weak force constants $k^{\prime}$. The following relations are used to simplify Eq. (A4):

$$
\begin{aligned}
\boldsymbol{\Delta}^{T} \mathbf{M}^{-1} \boldsymbol{\Delta} & =M^{-1} \\
\boldsymbol{\Delta}^{T} \mathbf{X}_{t}(t) & =X_{t}[0, t]
\end{aligned}
$$

and

$$
\frac{1}{2}\left[\mathbf{X}_{t}(t)^{T} \mathbf{M} \mathbf{X}_{t}(t)+\mathbf{X}(t)^{T} \mathbf{V} \mathbf{X}(t)\right]=M / 2 .
$$

The last relation is an expression for the total lattice energy corresponding to the initial conditions (11a). The final expression for $P\left(v, t \mid v_{0}, 0\right)$ is

$$
\begin{align*}
P\left(v, t \mid v_{0}, 0\right) & =\int_{-\infty}^{\infty} \frac{d s}{2 \pi} \exp \left\{i s\left(v-v_{0} X_{t}[0, t]\right)-\frac{k T}{2} s^{2} M^{-1}\left(1-X_{t}^{2}[0, t]\right)\right\} \\
& =\left[2 \pi k T M^{-1}\left(1-X_{t}{ }^{2}[0, t]\right)\right]^{-\frac{1}{2} \frac{1}{2}} \exp \left[-\frac{M\left\{v-v_{0} X_{t}[0, t]\right\}^{2}}{2 k T\left(1-X_{t}{ }^{2}[0, t]\right)}\right] . \tag{A5}
\end{align*}
$$

[^66]
## APPENDIX B. UPPER BOUND OF THE CONTOUR INTEGRAL AROUND $C^{\prime}, \delta_{1} X_{t}(t)$

The contour integral around $C^{\prime}$ in Fig. 1 is equal to the difference of two integrals along the semicircular cut

$$
\begin{align*}
\delta_{1} X_{t}(t) & =\frac{Q+1}{2 \pi} \int_{3 \pi / 2}^{\pi / 2} d \theta \exp \left\{i \theta+\tau e^{i \theta}\right\}\left[\frac{1}{Q e^{i \theta}+\left(1+e^{2 i \theta}\right)^{\frac{1}{2}}}-\frac{1}{Q e^{i \theta}-\left(1+e^{2 i \theta}\right)^{\frac{1}{2}}}\right] \\
& =\frac{Q+1}{\pi} \int_{/ 2}^{3 \pi / 2} d \theta \exp \left\{i \theta+\tau e^{i \theta}\right\} \frac{\left(1+e^{2 i \theta}\right)^{\frac{1}{2}}}{\left(Q^{2}-1\right) e^{2 i \theta}-1} . \tag{B1}
\end{align*}
$$

An upper bound on the integral (B1) is

$$
\begin{equation*}
\left|\delta_{1} X_{t}(t)\right| \leqslant \frac{Q+1}{\pi} \int_{\pi / 2}^{3 \pi / 2} d \theta \exp \{\tau \cos \theta\} \frac{\left|\left(1+e^{2 i \theta}\right)\right|_{\max }}{\left|\left(Q^{2}-1\right) e^{2 i \theta}-1\right|_{\min }} \tag{B2}
\end{equation*}
$$

where the pairs of vertical bars with the subscripts max and min denote, respectively, the maximum and minimum absolute magnitude. On inserting the values of the maximum and minimum magnitudes in Eq. (B2), and noting that the maximum value of $\exp (\tau \cos \theta)$ is unity in the interval of integration, an upper bound of $\left|\delta_{1} X_{t}(t)\right|$ is

$$
\begin{aligned}
&\left|\delta_{1} X_{i}(l)\right| \leqslant \frac{Q+1}{\pi} \int_{\pi / 2}^{3 \pi / 2} d \theta \frac{2^{\frac{1}{2}}}{Q^{2}-2} \\
& \leqslant 2^{\ddagger} Q^{-1}, \text { for } Q \gg 1 .
\end{aligned}
$$

## APPENDIX C. SOME DETAILS OF THE EVALUATION

 OF THE AUTOCORRELATION FUNCTION IN THE 2D LATTICE1. Roots of $Q \varrho+\varrho^{-1}\left(\boldsymbol{\varrho}^{2}+1\right) / 2 F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ;\left(\boldsymbol{\varrho}^{2}+1\right)^{-2}\right]=0$
for $Q \gg 1$

In the neighborhood of $\rho=0$, the hypergeometric function ${ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ;\left(\rho^{2}+1\right)^{-2}\right]$ can be written as ${ }^{14}$

$$
\begin{align*}
& { }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ;\left(\rho^{2}+1\right)^{-2}\right] \\
& \quad=\frac{1}{\pi} \ln \frac{\left(\rho^{2}+1\right)^{2}}{\rho^{2}\left(\rho^{2}+2\right)^{2}} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ; \frac{\rho^{2}\left(\rho^{2}+2\right)}{\left(\rho^{2}+1\right)^{2}}\right] \\
& \quad+\frac{2}{\pi} \sum_{n=0}^{\infty}\left\{\psi(n+1)-\psi\left(n+\frac{1}{2}\right)\right\} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{2}\right)_{n}}{(1)_{n}(1)_{n}}\left[\frac{\rho^{2}\left(\rho^{2}+2\right)}{\left(\rho^{2}+1\right)^{2}}\right]^{n} \\
& \cong \frac{1}{\pi} \ln \left(\frac{1}{2} \rho^{2}\right)+{ }_{\pi}^{2}\left\{\psi(1)-\psi\left(\frac{1}{2}\right)\right\}+\cdots, \quad|\rho| \ll 1, \quad(\mathrm{C} 2 \tag{C2}
\end{align*}
$$

where $\psi(z)$ denoted the function $\psi(z)=d \ln \Gamma(z) / d z$. On using the relation ${ }^{15}$

$$
\psi(1)-\psi\left(\frac{1}{2}\right)=2 \ln 2,
$$

[^67]the approximate expression for ${ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ;\left(\rho^{2}+1\right)^{-2}\right]$ for $|\rho| \ll 1$ is
\[

$$
\begin{equation*}
{ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ;\left(\rho^{2}+1\right)^{-2}\right] \cong \pi^{-1} \ln \left(8 / \rho^{2}\right) \tag{C3}
\end{equation*}
$$

\]

It can readily be verified that for $Q \gg 1$, the only possible roots of Eq. (C1) are located near $\rho=0$, where Eq. (C1) can be replaced by the simpler equation

$$
\begin{equation*}
Q \rho^{2}+\pi\left[\ln \left(8 / \rho^{2}\right)\right]^{-1}=0 . \tag{C4}
\end{equation*}
$$

On replacing $\rho$ by $a \exp \left[i\left(\frac{1}{2} \pi+\delta\right)\right]$, the pair of equations for the real and imaginary parts of Eq. (C4) is

$$
\begin{align*}
& Q a^{2} \cos (\pi+2 \delta)=\frac{-\pi \ln \left(8 / a^{2}\right)}{\left[\ln \left(8 / a^{2}\right)\right]^{2}+(\pi+2 \delta)^{2}}  \tag{C5}\\
& Q a^{2} \sin (\pi+2 \delta)=\frac{\pi(\pi+2 \delta)}{\left[\ln \left(8 / a^{2}\right)\right]^{2}+(\pi+2 \delta)^{2}} \tag{C6}
\end{align*}
$$

Some solutions of Eqs. (C5) and (C6) are listed in Table I. This table was constructed with the aid of the relation,

$$
\begin{equation*}
\tan 2 \delta /(\pi+2 \delta)=\left[\ln \left(8 / a^{2}\right)\right]^{-1}, \tag{C7}
\end{equation*}
$$

obtained by dividing Eq. (C6) by (C5). Starting with a value of $a, \delta$ was determined from Eq. (C7); and then the associated value of $Q$ was determined from Eq. (C5). For a given value of $a$, there are two values of $(\pi / 2)+\delta$ which only differ in sign. In the limit of very large $Q(a \ll 1)$, where $\ln \left(8 / a^{2}\right) \gg 1$, an approximate set of equations can be obtained from (C7) and (C5), namely,

$$
\begin{align*}
& Q a^{2} \cong \pi\left[\ln \left(8 / a^{2}\right)\right]^{-1}  \tag{C8}\\
& \quad \delta \cong \frac{1}{2} \pi\left[\ln \left(8 / a^{2}\right)\right]^{-1} . \tag{C9}
\end{align*}
$$

## 2. Sum of the Residues of the Integrand in Eq. (33)

The sum of the residues of the integrand in Eq. (33) is calculated in a straightforward manner using the
relation ${ }^{16}$

$$
\begin{aligned}
\operatorname{Res}\left(\frac{F(z)}{G(z)}\right) & =\frac{1}{2 \pi i} \oint \frac{F(z)}{G(z)} d z \\
& =\sum_{i} \frac{F\left(z_{i}\right)}{G^{\prime}\left(z_{i}\right)},
\end{aligned}
$$

where $F(z)$ and $G(z)$ are analytic inside the contour of integration, but $G(z)$ has simple zeros at the
points, $z_{i}$. As shown in the foregoing, the denominator in the integrand of Eq. (33) has simple zeros at $\rho_{ \pm}=a \exp [ \pm i(\pi / 2+\delta)]$. Near $\rho=0$, the denominator $D(\rho)$ can be approximated by the expression

$$
D(\rho)=Q \rho+\pi\left[\rho \ln \left(8 / \rho^{2}\right)\right]^{-1}
$$

and

$$
D^{\prime}\left(\rho_{ \pm}\right)=2 Q\left\{1-\left[\ln \left(8 / \rho_{ \pm}^{2}\right)\right]^{-1}\right\} .
$$

After some tedious algebra, the expression for the sum of the residues of the integrand in Eq. (33) reduces to

$$
\begin{align*}
\operatorname{Res}\left(\frac{(Q+1) \exp (\rho \tau)}{Q \rho+\rho^{-1}\left(\rho^{2}+1\right) / 2 F_{1}[]}\right) & \cong \frac{\exp (-a \tau \sin \delta)}{1+\frac{1-2 \ln \left(8 / a^{2}\right)}{\left[\ln \left(8 / a^{2}\right)\right]^{2}+(\pi+2 \delta)^{2}}} \\
& \times\left\{\left[1-\frac{\ln \left(8 / a^{2}\right)}{\left[\ln \left(8 / a^{2}\right)\right]^{2}+(\pi+2 \delta)^{2}}\right] \cos (a \tau \cos \delta)-\left[\frac{\pi+2 \delta}{\left[\ln \left(8 / a^{2}\right)\right]^{2}+(\pi+2 \delta)^{2}}\right] \sin (a \tau \cos \delta)\right\} . \tag{C10}
\end{align*}
$$

## 3. Contour Integral around $C^{\prime \prime}, \delta_{2} X_{t}(t)$

The contour integral around $C^{\prime \prime}$ in Fig. 2 can be expressed as the sum of two parts: (1) the difference of line integrals on either side of the cut $A B G D E$, and (2) the difference of line integrals on either side of the portion of the cut $O G$,

$$
\begin{align*}
\delta_{2} X_{t}(t)=\frac{Q+1}{2 \pi i} \int_{E \rightarrow A} d \rho e^{\rho \tau}\left\{\frac{1}{Q \rho+\left(\rho \zeta_{R}[0, \rho]\right)^{-1}}\right. & \left.-\frac{1}{Q \rho+\left(\rho \zeta_{L}[0, \rho]\right)^{-1}}\right\} \\
& +\frac{Q+1}{2 \pi i} \int_{G \rightarrow 0} d \rho e^{\rho \tau}\left\{\frac{1}{Q \rho+\left(\rho \zeta_{D}[0, \rho]\right)^{-1}}-\frac{1}{Q \rho+\left(\rho \zeta_{U}[0, \rho]\right)^{-1}}\right\}, \tag{C11}
\end{align*}
$$

where $\int_{E \rightarrow A} d \rho$ denotes the line integral from $E$ to $A$ along the cut $E D G B A$ and $\zeta_{R}[0, \rho]$ and $\zeta_{L}[0, \rho]$ denote, respectively, the values of $\zeta[0, \rho]$ on the right and left sides of the cut $E D G B A$. Similarly, $J_{G \rightarrow 0} d \rho$ denotes the line integral from $G$ to 0 along the cut $G 0$, and $\zeta_{D}[0, \rho]$ and $\zeta_{U}[0, \rho]$ denote, respectively, the values of $\zeta[0, \rho]$ on the lower and upper sides of the cut G0. By arguments similar to those used in Appendix B for the $1 D$ case, the contribution of the first line integral in Eq. (C11) can be shown to be bounded by a quantity of order $1 / Q$. Upon omitting this term and using Eq. (C2) for the analytic continuation of $\zeta_{D}[0, \rho]$ and $\zeta_{U}[0, \rho]$, the second line integral can be rewritten as

$$
\begin{equation*}
\delta_{2} X_{t}(t)=\frac{Q+1}{2 \pi i} \int_{-1}^{0} d x e^{x r}\left\{\frac{x \xi\left[0, x e^{-i \pi}\right]-x \zeta\left[0, x e^{i \pi}\right]}{\left(1+Q x^{2} \zeta\left[0, x e^{i \pi}\right]\right)\left(1+Q x^{2} \zeta\left[0, x e^{-i \pi}\right]\right)}\right\} . \tag{C12}
\end{equation*}
$$

The explicit form of $\zeta\left[0, x e^{ \pm i \pi}\right]$ is

$$
\begin{equation*}
\zeta\left[0, x e^{ \pm i \pi}\right]=R(x) \pm i I(x), \tag{C13}
\end{equation*}
$$

where
$R(x)=\pi^{-1}\left(x^{2}+1\right)^{-1} \ln \frac{\left(x^{2}+1\right)^{2}}{x^{2}\left(x^{2}+2\right)}{ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ; \frac{x^{2}\left(x^{2}+2\right)}{\left(x^{2}+1\right)^{2}}\right]$

$$
\begin{equation*}
+2 \pi^{-1}\left(x^{2}+1\right)^{-1} \sum_{n=0}^{\infty}\left\{\psi(n+1)-\psi\left(n+\frac{1}{2}\right)\right\} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{2}\right)_{n}}{(1)_{n}(1)_{n}}\left[\frac{x^{2}\left(x^{2}+2\right)}{\left(x^{2}+1\right)^{2}}\right]^{n} \tag{C14}
\end{equation*}
$$

and

$$
\begin{equation*}
I(x)=-2\left(x^{2}+1\right)^{-1}{ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ; \frac{x^{2}\left(x^{2}+2\right)}{\left(x^{2}+1\right)^{2}}\right] . \tag{C15}
\end{equation*}
$$

[^68]On using the quantities $R(x)$ and $I(x)$, and replacing $x$ by $-y$, the final form for $\delta_{2} X_{t}(t)$ is

$$
\begin{equation*}
\delta_{2} X_{t}(t) \cong-\frac{2 Q}{\pi} \int_{0}^{1} d y e^{-\tau y} \frac{y\left(y^{2}+1\right)^{-1}{ }_{2} F_{1}\left[\frac{1}{2}, \frac{1}{2} ; 1 ; \frac{y^{2}\left(y^{2}+2\right)}{\left(y^{2}+1\right)^{2}}\right]}{\left[1+Q y^{2} R(y)\right]^{2}+Q^{2} y^{4} \Gamma^{2}(y)} \tag{C16}
\end{equation*}
$$

Since the integrand in Eq. (C16) is positive, $\delta_{2} X_{t}(t)$ constitutes a negative correction to the contribution of the residues to the autocorrelation function. The function $\delta_{2} X_{t}(t)$ decreases with the time because of the presence of the factor, $\exp [-\tau y]$. The value of $\delta_{2} X_{t}(t)$ at $t=0$ can be determined indirectly from the relation

$$
\begin{aligned}
X_{t}[0,0] & =1 \\
& =\operatorname{Res}(t=0)+\delta_{2} X_{t}(0) .
\end{aligned}
$$

With $\operatorname{Res}(t=0)$ determined from Eq. (C10), the value of $\delta_{2} X_{t}(0)$ is

$$
\begin{align*}
\delta_{2} X_{t}(0)=1-\{1 & \left.+\frac{1-2 \ln \left(8 / a^{2}\right)}{\left[\ln \left(8 / a^{2}\right)\right]^{2}+(\pi+2 \delta)^{2}}\right\}^{-1} \\
& \times\left\{1-\frac{\ln \left(8 / a^{2}\right)}{\left[\ln \left(8 / a^{2}\right)\right]^{2}+(\pi+2 \delta)^{2}}\right\} . \tag{C17}
\end{align*}
$$

In the limit of very large $Q, \ln \left(8 / a^{2}\right)$ is large compared to $\pi$ (see Table I for typical values) and a simple approximate expression for $\left|\delta_{2} X_{t}(0)\right|$, the maximum value of the magnitude of the negative quantity $\delta_{2} X_{t}(t)$, is

$$
\begin{equation*}
\left|\delta_{2} X_{t}(0)\right| \cong\left[\ln \left(8 / a^{2}\right)\right]^{-1} . \tag{C18}
\end{equation*}
$$
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#### Abstract

This is a review article about the properties of radial wave functions and other quantities relevant to the partial wave analysis of scattering theory, as functions of the energy or wave number. The treatment is restricted to the nonrelativistic Schrödinger equation for two particles with a local potential. In addition to regular and irregular solutions of the radial differential equations, the Jost function, $S$ matrix, and Green's functions are analyzed and completeness is proved. The examples investigated in detail include the Bargmann potentials and their generalizations.


## TABLE OF CONTENTS

1. Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . 319
2. Preliminaries on Scattering Theory . . . . . . . . . 319
3. Regular and Irregular Radial Solutions. . . . . . 322
4. Jost Function $f_{l}(k) \ldots$. . . . . . . . . . . . . . . . . . . . 325
5. Properties of the $S$ Matrix. . . . . . . . . . . . . . . . . 330
6. Green's Function. . . . . . . . . . . . . . . . . . . . . . . . . . 334
7. Completeness. . . . . . . . . . . . . . . . . . . . . . . . . . . . 335
8. Gel'fand Levitan Equations . . . . . . . . . . . . . . . . 337
9. Generalization to the Case with Coupling. . . . 338
10. Examples : Square Well, Exponential, Yukawa-
Type, Zero Range, Repulsive Core, Bargmann
Potentials and their Generalizations......... 342

## 1. INTRODUCTION

QUANTUM mechanics has undoubtedly its most beautiful general form in the language of abstract vector space theory, whose mathematical methods furnish it at the same time with one of its most powerful tools. There are nevertheless many fundamental problems which are attacked with advantage in a special representation. It has become clear lately that in nonrelativistic quantum mechanics as well as in relativistic field theory much can be gained by returning from the formal operator calculus to that of point functions. The theory of functions of complex variables, specifically, has become again a prominent tool of physics.

The recent upsurge of dispersion relation research is a case in point. Although its results can frequently be obtained without ever going into the complex plane, the most appropriate general mathematical tool is the theory of analytic functions.

Most physicists are quite conversant with the theory of differential and integral equations; most know also the essentials in the theory of functions. The combination of these two disciplines, however, is much less familiar to many. A useful purpose may therefore be served by reviewing what is known by means of complex analysis in a certain area of scattering theory.

I shall restrict myself to the nonrelativistic quantum mechanics of two-particle systems, that is, the oneparticle Schrödinger equation in the center of mass system. The properties of the solutions of such a partial

[^69]differential equation not being nearly as well understood as those of solutions of ordinary differential equations, a partial wave analysis is made which leads to single or coupled radial equations. The regular and irregular solutions of these as well as all the functions constructed from them for the purpose of scattering theory are to be investigated.
I shall restrict myself to local potentials. Certain types of nonlocality, such as spin-orbit forces introduce no changes whatever. Others may introduce only inessential complications. In the latter case references to appropriate papers will be given. The general case of nonlocal forces, however, is far more difficult and little is known about it.

The purpose of this article is not only to collect results; it is also didactic. The proofs therefore form an essential part of its methodological aim. How many physicists have actually seen a completeness proof, except for some very special functions?

Very little in this paper is new. Almost everything in it can be found in the published literature, directly or by implication. In contrast to some authors on the subject I shall not make a weak assumption concerning the potential and then stick to it. From time to time the assumptions will be explicitly strengthened in order to see what can be said then. The weakest hypothesis, always to be kept, is that the first and second absolute moments of the potential are finite; stronger ones to be made at various points are that the potential has an exponential tail or that it vanishes identically beyond a certain point. Since the earlier papers by Jost, Levinson, and others had a special purpose their authors were not interested in doing that explicitly, although some of the general consequences of a finite range follow immediately from their work and were known to them. How much more can be said if the potential vanishes beyond a point has been demonstrated particularly by the work of Humblet and Regge.

## 2. PRELIMINARIES ON SCATTERING THEORY

We start from the Schrödinger equation for two particles in the center of mass coordinate system:

$$
\begin{equation*}
\left[-\left(\hbar^{2} / 2 \mu\right) \nabla^{2}+H_{I}(\mathbf{r})\right] \psi(\mathbf{r})=E \psi(\mathbf{r}), \tag{2.1}
\end{equation*}
$$

$\mu$ being the reduced mass of the particles and $\mathbf{r}$, their
relative distance. The interaction energy $H_{I}(\mathbf{r})$ is assumed to be invariant under rotations but may be spin dependent.

For the purpose of scattering theory it is advantageous to convert (2.1) into an integral equation which incorporates the boundary condition that at large distances the wave function should consist of a plane wave plus an outgoing spherical wave; thus, with $E=\hbar^{2} k^{2} / 2 \mu$,

$$
\begin{align*}
\psi_{+}(\mathbf{k} s v, \mathbf{r})= & \psi_{0}(\mathbf{k} s v, \mathbf{r}) \\
& +\int(d \mathbf{r}) G_{+}\left(\mathbf{k} ; \mathbf{r}, \mathbf{r}^{\prime}\right) H_{I}\left(\mathbf{r}^{\prime}\right) \psi_{+}(\mathbf{k} s v, \mathbf{r}) \tag{2.2}
\end{align*}
$$

where

$$
\psi_{0}(\mathbf{k} s v, \mathbf{r})=\left[(\mu k)^{\left.\frac{3}{2} / \hbar(2 \pi)^{\frac{1}{2}}\right] x_{s} e^{i \mathbf{k} \cdot \mathbf{r}}, ~}\right.
$$

$\chi$ being the relevant normalized spin wave function for the intrinsic angular momentum of the two particles. The normalization of $\psi_{0}$ is such that

$$
\begin{gathered}
\int(d \mathbf{r}) \psi_{0}^{*}(\mathbf{k} s \nu, \mathbf{r}) \psi_{0}\left(\mathbf{k}^{\prime} s^{\prime} \nu^{\prime}, \mathbf{r}\right)=\delta\left(E-E^{\prime}\right) \delta\left(\Omega_{k}-\Omega_{k}^{\prime}\right) \delta_{s s^{\prime}} \delta_{\nu y^{\prime}}, \\
\sum_{s \nu} \int_{0}^{\infty} d E \int d \Omega_{k} \psi_{0}^{*}(\mathbf{k} s v, \mathbf{r}) \psi_{0}\left(\mathbf{k} s \nu, \mathbf{r}^{\prime}\right)=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)
\end{gathered}
$$

$\Omega_{k}$ is the solid angle defined by $\mathbf{k}$.
The specification of outgoing spherical waves is accomplished by the choice of Green's function:

$$
\begin{align*}
G_{+}\left(k ; \mathbf{r}, \mathbf{r}^{\prime}\right) & =\sum_{s v} \int d \Omega_{k^{\prime}} \int_{0}^{\infty} d E \frac{\psi_{0}^{*}\left(\mathbf{k}^{\prime} s v, \mathbf{r}\right) \psi_{0}\left(\mathbf{k}^{\prime} s \nu, \mathbf{r}^{\prime}\right)}{E-E^{\prime}+i \epsilon} \\
& =-\frac{\mu}{2 \pi \hbar^{2}} \frac{\exp \left(i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \\
& \underset{r \rightarrow \infty}{\sim}-\frac{e^{i k r}}{r}\left(\frac{2 \pi \mu}{k \hbar^{2}}\right)^{\frac{2}{s}} \sum_{s \nu} \chi_{s}{ }^{\prime} \psi_{0}^{*} *\left(\mathbf{k}^{\prime \prime} s \nu, \mathbf{r}^{\prime}\right), \tag{2.3}
\end{align*}
$$

where $\mathbf{k}^{\prime \prime} \equiv k \mathrm{r}^{-1}$.
We expand the Green's function and wave functions in spherical harmonics:

$$
\begin{align*}
& G_{+}\left(k ; \mathbf{r}, \mathbf{r}^{\prime}\right)=\left(2 \mu / \hbar^{2}\right) \sum_{J M l s} Y_{J l_{s}}{ }^{M}(\mathbf{r}) Y_{J l_{s}{ }^{M^{*}}\left(\mathbf{r}^{\prime}\right)} \\
& \times r^{-1} r^{\prime-1} G_{l}\left(k ; r, r^{\prime}\right),  \tag{2.4}\\
& G_{l}\left(k ; r, r^{\prime}\right)=(-)^{l+1} k^{-1} u_{l}\left(k r_{<}\right) w_{l}\left(k r_{>}\right), \\
& \psi_{0}(\mathbf{k} s \nu, \mathbf{r})=\left(2 \mu k / \pi \hbar^{2}\right)^{\frac{1}{2}}(k r)^{-1} \sum_{J M l m} i^{i} u_{l}(k r)  \tag{2.5}\\
& \times \mathcal{Y}_{J l_{s}}{ }^{M}(\mathbf{r}) Y_{l^{m^{*}}}(\mathbf{k}) C_{l s}(J, M ; m, \nu) \\
& \psi(\mathbf{k} s \nu, \mathbf{r})=\left(2 \mu k / \pi \hbar^{2}\right)^{\frac{1}{2}}(k r)^{-1} \sum_{J M u^{\prime} m s^{\prime}} i^{i} \psi_{l^{\prime} s^{\prime}, l b^{\prime}}{ }^{J}(k, r) \\
& \times \mathcal{Y}_{J^{\prime} s^{\prime}}{ }^{M}(\mathbf{r}) Y_{l^{m^{*}}}(\mathbf{k}) C_{l_{s}}(J, M ; m, \nu), \tag{2.6}
\end{align*}
$$

where $C_{l e}(J, M ; m, \nu)$ are the Clebsch-Gordan coeffi-
cients in the notation of Blatt and Weisskopf, ${ }^{1}$ and

$$
Y_{J t s}{ }^{M}(\mathbf{r})=\sum_{m \nu} C_{l s}(J, M ; m, \nu) Y_{l^{m}}(\mathbf{r}) \chi_{s}{ }^{\nu} .
$$

Furthermore, we have used the Riccatti-Bessel functions

$$
\begin{align*}
& u_{l}(z) \equiv z j_{l}(z) \\
& v_{l}(z) \equiv=\left(\frac{1}{2} \pi z\right)^{\frac{1}{2}} J_{l+\frac{1}{2}}(z)=(-)^{l+1} u_{l}(-z)  \tag{2.7}\\
& v_{l}\left(\frac{1}{2} \pi z\right)^{\frac{1}{2}} N_{l \frac{1}{3}}(z)=\left(-(-)^{l} v_{l}(-z)\right. \\
& w_{l}(z) \equiv-v_{l}(z)-i u_{l}(z)=-i z h_{l}^{(2)}(z) \\
&=-i\left(\frac{1}{2} \pi z\right)^{\frac{1}{2}} H_{l+\frac{1}{2}}{ }^{(2)}(z)=(-)^{l} w_{l}(-z)^{*},
\end{align*}
$$

which are most convenient for solving the radial equation. Insertion in (2.2) leads to a set of coupled integral equations for the radial functions:
$\psi_{l^{\prime} s^{\prime}, l s^{\prime}}(k, r)=u_{l}(k r) \delta_{l l^{\prime}} \delta_{s s^{\prime}}+\sum_{l^{\prime \prime} s^{\prime \prime}} \int_{0}^{\infty} d r^{\prime} G_{l^{\prime}}\left(k ; r, r^{\prime}\right)$

$$
\begin{equation*}
\times V_{l^{\prime} s^{\prime}, l^{\prime \prime} s^{\prime \prime}} J\left(r^{\prime}\right) \psi_{l^{\prime \prime} \mathrm{s}^{\prime \prime},,_{s}}^{J}\left(k, r^{\prime}\right) \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{l s, l^{\prime} s^{J}},(r)=\frac{2 \mu}{\hbar^{2}} \int d \Omega \mathcal{Y}_{J s^{*}}{ }^{M^{*}(\mathbf{r}) H_{I}(\mathbf{r}) Y_{J l^{\prime} s^{\prime}} M(\mathbf{r}) .} \tag{2.9}
\end{equation*}
$$

The meaning of the subscripts on $\psi$ follows from (2.6) and (2.8). The first set " $l$ 's" ' indicates the component of $\psi$ belonging to specific orbital and spin angular momenta, while the second set, " $l s$ " refers to the angular momenta of the incident beam, i.e., to the boundary condition.

The solution of (2.8) satisfies the set of differential equations

$$
\begin{align*}
-\frac{d^{2}}{d r^{2}} \psi_{l^{\prime} s^{\prime}, l s^{J}}{ }^{J}+\sum_{l^{\prime \prime} s^{\prime \prime}} & V_{l^{\prime} s^{\prime}, l^{\prime \prime}, s^{\prime \prime}} \psi_{l^{\prime \prime} s^{\prime \prime}, l s^{J}} \\
& +\frac{l(l+1)}{r^{2}} \psi_{l^{\prime} s^{\prime}, l s^{J}}=k^{2} \psi_{l^{\prime} s^{\prime}, l s^{J}} . \tag{2.10}
\end{align*}
$$

If we are considering the scattering of particles with no spin then $V$ and $\psi$ are diagonal and equations (2.8) and (2.10) become uncoupled. If $H_{I}$ is invariant under space reflection then the conservation of parity implies that for the scattering of a spin $\frac{1}{2}$ particle by a spinzero particle, the equations are also uncoupled. In case both particles have spin $\frac{1}{2}$ it is the tensor force alone which couples them.

The amplitude $\Theta_{s^{\prime} p^{\prime}, s \nu}\left(\mathbf{k}^{\prime}, \mathbf{k}\right)$ for scattering from the initial momentum $\hbar \mathbf{k}$ and spin $\hbar s, \hbar \nu$ to the final momentum $\hbar \mathbf{k}^{\prime}$ and spin $\hbar s^{\prime}, \hbar \nu^{\prime}$ is defined by the asymptotic form of $\psi$ for large $r$; thus

$$
\begin{align*}
& \psi_{+}(\mathbf{k} s \nu, \mathbf{r}) \sim\left[(\mu k)^{4} / \hbar(2 \pi)^{2}\right] \\
& \quad \times\left[\chi_{s}{ }_{s} e^{i \mathbf{k} \cdot \mathbf{r}}+r^{-1} e^{i k r} \sum_{s^{\prime} \nu^{\prime}} \chi_{s^{\prime}} \nu^{\prime} \Theta_{s^{\prime} \nu^{\prime}, s \nu}\left(\mathbf{k}^{\prime}, \mathbf{k}\right)\right], \tag{2.11}
\end{align*}
$$

where $\mathbf{k}^{\prime}=k \mathbf{r} r^{-1}$. Taking the limit of (2.2) for large $r$

[^70]leads by (2.3) to
\[

$$
\begin{align*}
& \Theta_{s^{\prime} \nu^{\prime}, s v}\left(\mathbf{k}^{\prime}, \mathbf{k}\right)=-\frac{(2 \pi)^{2}}{k} \int(d \mathbf{r}) \psi_{0}^{*}\left(\mathbf{k}^{\prime} s^{\prime} \nu^{\prime}, \mathbf{r}\right) \\
& \times H_{I}(\mathbf{r}) \psi_{+}(\mathbf{k} s \nu, \mathbf{r}) . \tag{2.12}
\end{align*}
$$
\]

If we expand in spherical harmonies according to (2.5) and (2.6), we obtain

The scattering matrix is defined as the probability amplitude for finding, at the time $t=+\infty$, momentum $\hbar \mathbf{k}^{\prime}$ and spins $\hbar s^{\prime}$, $\hbar \nu^{\prime}$, if they were $\hbar \mathbf{k}$ and $\hbar s, \hbar \nu$ at the time $t=-\infty .^{2,3}$

$$
\begin{aligned}
& \left(\mathbf{k}^{\prime} s^{\prime} \nu^{\prime}|S| \mathbf{k} s \nu\right) \\
& \equiv \lim _{t \rightarrow \infty} \int(d \mathbf{r}) \psi_{0}{ }^{*}\left(\mathbf{k}^{\prime} s^{\prime} \nu^{\prime}, \mathbf{r}\right) e^{i\left(E^{\prime}-E\right) t / k^{\prime} \psi_{+}(\mathbf{k} s \nu, \mathbf{r})} \\
& =\delta\left(E-E^{\prime}\right)\left[\delta\left(\Omega_{k}-\Omega_{k}\right) \delta_{s^{\prime}} \delta_{\nu \nu \nu^{\prime}}+(i k / 2 \pi) \Theta_{s^{\prime} \nu^{\prime}, s \nu}\left(\mathbf{k}^{\prime}, \mathbf{k}\right)\right] \\
& \equiv \delta\left(E-E^{\prime}\right) \sum_{J M l l^{\prime} m m^{\prime}} Y_{\nu^{\prime} m^{\prime}\left(\mathbf{k}^{\prime}\right) Y_{l^{m^{*}}}(\mathbf{k}) i^{l-l^{\prime}}}
\end{aligned}
$$

$$
\begin{equation*}
\times C_{l^{\prime} s^{\prime}}\left(J, M ; m^{\prime}, \nu^{\prime}\right) C_{l_{s}}(J, M ; m, \nu) S_{l^{\prime} s^{\prime}, l l_{s}}{ }^{J}(k), \tag{2.14}
\end{equation*}
$$

where the second line follows from the integral equation (2.2) and (2.3). It follows from (2.12) that

$$
\begin{array}{r}
\Theta_{s^{\prime} \nu^{\prime}, s v}\left(\mathbf{k}^{\prime}, \mathbf{k}\right)=-2 \pi i k^{-1} \sum_{J M l l^{\prime} m m^{\prime}} Y_{l^{\prime} m^{\prime}\left(\mathbf{k}^{\prime}\right) Y_{l^{m^{*}}}(\mathbf{k})} \times C_{l^{\prime} s^{\prime}}\left(J, M ; m^{\prime}, \nu^{\prime}\right) C_{l s}(J, M ; m, \nu) i^{l-l^{\prime}} \\
\times\left(S_{l^{\prime} s^{\prime}, l s^{\prime}}{ }^{J}-\delta_{l l^{\prime} \delta_{s s^{\prime}}}\right) .
\end{array}
$$

Conservation of particles implies that $S$ is unitary. It therefore follows from (2.15) that

$$
\begin{align*}
& -2 \pi i k^{-1}\left[\Theta_{s^{\prime} \nu^{\prime}, s \nu}\left(\mathbf{k}^{\prime}, \mathbf{k}\right)-\Theta_{s \nu, s^{\prime} \nu^{\prime}}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)\right] \\
& =\sum_{s^{\prime \prime} \nu^{\prime \prime}} \int d \Omega_{k^{\prime \prime}} \Theta_{s^{\prime \prime} \nu^{\prime \prime}, s v}\left(\mathbf{k}^{\prime \prime}, \mathbf{k}\right) \Theta_{s^{\prime \prime \prime} \nu^{\prime \prime}, s^{\prime} \nu^{\prime}}\left(\mathbf{k}^{\prime \prime}, \mathbf{k}^{\prime}\right) . \tag{2.16}
\end{align*}
$$

A special case is the "optical theorem," which is obtained by setting $s=s^{\prime}, \nu=\nu^{\prime}, \mathbf{k}=\mathbf{k}^{\prime 4}$ :

$$
\begin{align*}
4 \pi k^{-1} \operatorname{Im} \Theta_{s \nu, s \nu}(\mathbf{k}, \mathbf{k}) & =\sum_{s^{\prime} \nu^{\prime}} \int d \Omega_{k}\left|\Theta_{s^{\prime} \nu^{\prime}, s \nu}\left(\mathbf{k}^{\prime}, \mathbf{k}\right)\right|^{2} \\
& \left.=\sigma_{s \nu} \operatorname{total}^{\text {(k)}} \mathbf{k}\right) . \tag{2.16'}
\end{align*}
$$

[^71]\[

$$
\begin{align*}
& \Theta_{s^{\prime} \nu^{\prime}, s \nu}\left(\mathbf{k}^{\prime}, \mathbf{k}\right) \\
& =-\frac{4 \pi}{k^{2}} \sum_{M^{\prime} l l^{\prime} m m^{\prime}} i^{l-l^{\prime}} Y_{l^{\prime}}^{m^{\prime}}\left(\mathbf{k}^{\prime}\right) C_{l^{\prime} s^{\prime}}\left(J, M ; m^{\prime}, \nu^{\prime}\right) \\
& \times Y_{l^{m^{*}}}(\mathbf{k}) C_{l_{s}}(J, M ; m, \nu) \sum_{l^{\prime \prime} s^{\prime \prime}} \int_{0}^{\infty} d r u_{l^{\prime}}(k r) \\
& \times V_{l^{\prime} s^{\prime}, l^{\prime \prime} s^{\prime \prime}}(r) \psi_{l^{\prime \prime}, s^{\prime \prime}, l_{s}}{ }^{J}(k, r) . \tag{2.13}
\end{align*}
$$
\]

A further property of the $S$ matrix follows if $H_{I}$ is invariant under time reversal. We use a time-reversal operator ${ }^{5} \vartheta$ and spin functions and spherical harmonics such that

$$
\vartheta \mathcal{Y}_{J l 8}{ }^{M}(\mathbf{r})=(-)^{J+M} \mathcal{Y}_{J l_{8}}{ }^{-M}(\mathbf{r}) .
$$

This is obtained by taking real $\chi$ and spherical harmonics which are such that ${ }^{6}$

$$
Y_{l^{m^{*}}}=(-)^{l+m} Y_{l}^{-m},
$$

and the time-reversal operator

$$
\vartheta=\left(i \sigma_{y}{ }^{(1)}\right)\left(i \sigma_{y}{ }^{(2)}\right) K,
$$

$\sigma^{(1)}$ and $\sigma^{(2)}$ being the spin matrices for particles \#1 and \# 2 (with $i \sigma_{y}=1$ if the particle has spin zero) and $K$, the antiunitary complex conjugation operator. The Clebsch-Gordan coefficients are such that

$$
C_{l s}(J,-M ;-m,-\nu)=(-)^{l+s-J} C_{l s}(J, M ; m, \nu) .
$$

With these conventions we have

$$
\vartheta \psi_{0}(\mathbf{k} s \nu, \mathbf{r})=(-)^{s+\nu} \psi_{0}(-\mathbf{k} s-\nu ; \mathbf{r}),
$$

and therefore, by (2.2),

$$
\vartheta \psi_{+}(\mathbf{k} s \nu, \mathbf{r})=(-)^{s+\imath} \psi_{-}(-\mathbf{k} s-\nu, \mathbf{r}),
$$

where $\psi$ - satisfies the integral equation (2.2) with $G_{-}=G_{+}^{*}$, the incoming wave Green's function.

It then follows from

$$
\left(\psi_{1}, \psi_{2}\right)=\left(\vartheta \psi_{2}, \vartheta \psi_{1}\right)
$$

and the assumed time-reversal invariance of $H_{I}$ that the potential matrix of (2.9) is symmetric:

$$
\begin{equation*}
V_{l s, l^{\prime} s^{\prime}}{ }^{J}(\boldsymbol{r})=V_{l^{\prime} s^{\prime}, l s^{J}}(\boldsymbol{r}) . \tag{2.17}
\end{equation*}
$$

Since $H_{I}$ is Hermitian, $V_{l s, l^{\prime} s^{\prime}}$ is consequently real. For the scattering amplitude, we get, from (2.12),
$\Theta_{s^{\prime} \nu^{\prime}, s v}\left(\mathbf{k}^{\prime}, \mathbf{k}\right)=(-)^{s-s^{\prime}+\nu-\nu^{\prime}} \Theta_{s-\nu, s^{\prime}-\nu^{\prime}}\left(-\mathbf{k},-\mathbf{k}^{\prime}\right)$,
which is the reciprocity theorem. It follows from (2.15) that it is equivalent to the symmetry of $S_{l s,,^{\prime} s^{\prime}}$ as defined in (2.14):

$$
\begin{equation*}
S_{l s, l^{\prime} s^{\prime}}=S_{l^{\prime} \varepsilon^{\prime}, . l_{s}} . \tag{2.19}
\end{equation*}
$$

$S^{J}$ being unitary and symmetric, it can be diagonalized by an orthogonal real matrix $U$ :

$$
\begin{equation*}
S_{l s, l^{\prime} s^{\prime} J}=\sum_{\alpha} U_{l s, \alpha^{J}} \exp \left(2 i i_{\alpha}{ }^{J}\right) U_{\alpha, l^{\prime} s^{\prime}}, \tag{2.20}
\end{equation*}
$$

where the $\delta_{\alpha}{ }^{J}$ are real.
Comparison of (2.13) with (2.15) gives us another expression for the $S$ matrix:

$$
\begin{align*}
S_{l^{\prime} s^{\prime}, l s^{J}}(k)= & \delta_{l l^{\prime}} \delta_{s s^{\prime}}
\end{align*}-2 i k^{-1} \sum_{l^{\prime \prime} s^{\prime \prime}} \int_{0}^{\infty} d r u_{l^{\prime}}(k r) .
$$

[^72]We may now identify $S^{J}$ by the asymptotic form of the radial wave function. In order to do that we require the asymptotic values of the Riccatti-Bessel functions for large $r$ :

$$
\begin{align*}
& u_{l}(k r) \sim \sin \left(k r-\frac{1}{2} \pi l\right), \\
& v_{l}(k r) \sim-\cos \left(k r-\frac{1}{2} \pi l\right),  \tag{2.22}\\
& w_{l}(k r) \sim i^{l} e^{-i k r} .
\end{align*}
$$

Equation (2.8) together with (2.4) and (2.21) shows that as $r \rightarrow \infty$,

$$
\begin{align*}
& \psi_{l s, l^{\prime} s^{\prime}} J(k, r) \\
& \quad \sim \frac{1}{2} i^{i+1}\left[\delta_{\left.l l^{\prime} \delta_{s s^{\prime}} e^{-i k r}-(-)^{l} e^{i k r} S_{l s, l^{\prime} \varepsilon^{\prime}} J(k)\right]},\right. \tag{2.23}
\end{align*}
$$

and therefore, by (2.20),

$$
\begin{align*}
& \psi_{l s, \alpha^{\prime}}{ }^{J}(k, r) \equiv \sum_{l^{\prime} s^{\prime}} \psi_{l s, l^{\prime} s^{\prime}} J(k, r) U_{l^{\prime} s^{\prime}, \alpha^{\prime}}(k) \\
& \quad \sim U_{l s, \alpha^{\prime}}(k) \exp \left[i \delta_{\alpha}^{J}(k)\right] \sin \left(k r-\frac{1}{2} \pi l+\delta_{\alpha^{\prime}}^{J}\right) \tag{2.24}
\end{align*}
$$

Thus $\delta_{\alpha}^{J}(k)$ is identified as the eigenphaseshift. The characteristic property of $\psi_{l_{s, \alpha}}{ }^{J}$ is that all its components experience the same phaseshift.
We want to investigate the properties of solutions of the radial equation (2.10). In Secs. 3 to 8 we restrict ourselves to the case of no coupling, which is realized when one of the particles has spin zero and the other, spin less than two (provided $H_{I}$ conserves parity); or else if both have spin $\frac{1}{2}$, but tensor forces are neglected.
If there is no coupling; i.e., the matrix $V^{J}$ is diagonal, then only one subscript, $l$, will be used everywhere, that being the only index on which Eq. (2.10) explicitly depends via the centrifugal term.

## 3. REGULAR AND IRREGULAR SOLUTIONS

We return to the radial equation (2.10) in the case of no coupling. Rather than considering the "physical" solution $\psi_{l}$ we define regular and irregular solutions by boundary conditions which lead to simple properties as functions of $k$.

The weakest assumptions we shall ever make concerning the potential are the existence of its first and second absolute moments:

$$
\begin{align*}
& \int_{0}^{\infty} d r|V(r)|<\infty  \tag{3.1a}\\
& \int_{0}^{\infty} d r r^{2}|V(r)|<\infty \tag{3.1b}
\end{align*}
$$

Whenever stronger assumptions are made they will be stated explicitly.

Hypothesis (3.1a) implies that $V$ behaves better than $r^{-2}$ near the origin. There exists consequently a regular solution $\varphi_{l}(k, r)$ of (2.10) which near $r=0$ behaves like
$u_{l}(k r)$. As $k r \rightarrow 0$ we have $^{7}$

$$
\begin{align*}
& u_{l}(k r)=(k r)^{l+1} /(2 l+1)!!+O\left[(k r)^{l+3}\right], \\
& v_{l}(k r)=-(k r)^{-l}(2 l-1)!!+O\left[(k r)^{-l+2}\right] . \tag{3.2}
\end{align*}
$$

We therefore define $\varphi_{l}(k, r)$ by the boundary condition

$$
\begin{equation*}
\lim _{r \rightarrow 0}(2 l+1)!!r^{-l-1} \varphi_{l}(k, r)=1 \tag{3.3}
\end{equation*}
$$

It then follows immediately that $\varphi_{l}(k, r)$ is a function of $k^{2}$ only and that for real $k$ it is real.

Hypothesis (3.1b) implies that at infinity $V$ behaves better than $r^{-3}$ so that a Coulomb field, for example, is excluded. It follows (as will be shown later) that at infinity all solutions of (2.10) oscillate like sine or cosine waves. It is then convenient to define another solution $f_{l}(k, r)$ by the boundary condition

$$
\begin{equation*}
\lim _{r \rightarrow \infty} e^{i k r} f_{l}(k, r)=i^{l} \tag{3.4}
\end{equation*}
$$

This function does not vanish at $r=0$, in general, but it is $O\left(r^{-l}\right)$ there, as is $w_{l}(k r)$. It follows immediately from the boundary condition (3.4) and from the reality of the differential equation (2.10) that for real $k$

$$
\begin{equation*}
f_{l}^{*}(-k, r)=(-)^{l} f_{l}(k, r) \tag{3.5}
\end{equation*}
$$

We now want to extend all our definitions to complex values of $k$. It then follows from the $k$ independence of the boundary condition ${ }^{8}$. (3.3) that for fixed $r, \varphi_{l}(k, r)$ is an analytic function of $k$ regular for all finite values of $k$; i.e., an entire function of $k$. The function $f_{l}(k, r)$ is for fixed $r>0$ an analytic function of $k$ regular in the open lower half of the complex $k$ plane; in the upper half of the $k$ plane it may be expected to have singularities since (3.4) is not sufficient there to define $f_{l}(k, r)$ uniquely. These statements are intended merely as a guide and will be proved later.
It is clear that in any region of analyticity connected with the real axis Eq. (3.5) implies

$$
f_{l}{ }^{*}\left(-k^{*}, r\right)=(-) f_{l}(k, r)
$$

We can readily replace the differential equation (2.10) and boundary conditions (3.3) or (3.4) by integral equations. If we define

$$
\begin{align*}
& g_{l}\left(k ; r, r^{\prime}\right) \\
& \quad \equiv k^{-1}\left[u_{l}\left(k r^{\prime}\right) v_{l}(k r)-u_{l}(k r) v_{l}\left(k r^{\prime}\right)\right] \\
& \quad=i(-)^{l}(2 k)^{-1}\left[w_{l}(k r) w_{l}\left(-k r^{\prime}\right)-w_{l}(-k r) w_{l}\left(k r^{\prime}\right)\right], \tag{3.6}
\end{align*}
$$

[^73]then
\[

G_{l}^{(1)}\left(k ; r, r^{\prime}\right)= $$
\begin{cases}g_{l}\left(k ; r, r^{\prime}\right), & r^{\prime} \leq r \\ 0, & r^{\prime} \geq r\end{cases}
$$
\]

is a Green's function [compare with (2.4)] and so is

$$
G_{l^{(2)}}\left(k ; r, r^{\prime}\right)=\left\{\begin{array}{cc}
0, & r^{\prime} \leq r \\
-g_{l}\left(k ; r, r^{\prime}\right), & r^{\prime} \geq r
\end{array}\right.
$$

The first is appropriate to the definition of $\varphi_{l}$ and the second, to that of $f_{l}$; thus

$$
\begin{align*}
& \varphi_{l}(k, r)=k^{-l-1} u_{l}(k r) \\
& +\int_{0}^{r} d r^{\prime} g_{l}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) \varphi_{l}\left(k, r^{\prime}\right)  \tag{3.7}\\
& f_{l}(k, r)=w_{l}(k r)-\int_{r}^{\infty} d r^{\prime} g_{l}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) f_{l}\left(k, r^{\prime}\right) . \tag{3.8}
\end{align*}
$$

The existence and analytic properties of $\varphi_{l}$ and $f_{l}$ are proved by means of these integral equations. Their advantage over the integral equation (2.8) for the physical wave function $\psi_{l}$ is that they can be solved by successive approximations, provided only that $V$ satisfies (3.1), irrespective of its strength. The reason is that the integrations run from naught to $r$ only, or from $r$ to infinity.

In order to prove the convergence ${ }^{11}$ of the sequence of successive approximations, one uses the following bounds, true in the entire complex plane ${ }^{16}$

$$
\begin{align*}
\left|u_{l}(k r)\right| & \leq C e^{|\nu| r}[L(|k| r)]^{l+1}, \\
\left|v_{l}(k r)\right| & \leq C e^{|\nu| r}[L(|k| r)]^{-l},  \tag{3.9}\\
\left|w_{l}(k r)\right| & \leq C e^{v r}[L(|k| r)]^{-l},
\end{align*}
$$

where $\nu \equiv \operatorname{Im} k$ and

$$
L(x) \equiv x /(1+x)
$$

It is then easily seen that for $r^{\prime} \leq r$

$$
\begin{align*}
& \left|g_{l}\left(k ; r, r^{\prime}\right)\right|=\left|g_{l}\left(k ; r^{\prime}, r\right)\right| \\
& \quad \leq C e^{\nu \nu \mid\left(r-r^{\prime}\right)}|k|^{-1}[L(|k| r)]^{l^{l+1}}\left[L\left(|k| r^{\prime}\right)\right]^{-l} . \tag{3.10}
\end{align*}
$$

We now solve (3.7) by successive approximation:

$$
\varphi_{l}(k, r)=\sum_{0}^{\infty} \varphi_{l}^{(n)}(k, r)
$$

[^74]where
\[

$$
\begin{aligned}
\varphi_{l}^{(0)}(k, r) & =k^{-l-1} u_{l}(k r) \\
\varphi_{l}^{(n)}(k, r) & =\int_{0}^{r} d r^{\prime} g_{l}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) \varphi_{l}^{(n-1)}\left(k, r^{\prime}\right), \quad n \geq 1
\end{aligned}
$$
\]

If we use (3.10), we get

$$
\begin{aligned}
&\left|\varphi_{l}^{(n)}(k, r)\right| \leq C \int_{0}^{r} d r^{\prime} e^{|\nu|\left(r-r^{\prime}\right)}|k|^{-1}[L(|k| r)]^{l+1} \\
& \times\left[L\left(|k| r^{\prime}\right)\right]^{-l}\left|V\left(r^{\prime}\right)\right|\left|\varphi_{l}^{(n-1)}\left(k, r^{\prime}\right)\right| .
\end{aligned}
$$

Now writing for the moment,

$$
\mathfrak{a}_{l}^{(n)}(k, r) \equiv \varphi_{l}^{(n)}(k, r) e^{-\left.l \nu|r| k\right|^{l+1}[L(|k| r)]^{-l-1}, ~}
$$

we have
$\left|\mathcal{Q}_{l^{(0)}}(k, r)\right| \leq C$
$\left|Q_{l}^{(n)}(k, r)\right| \leq C \int_{0}^{r} d r^{\prime}\left|Q_{l}^{(n-1)}\left(k, r^{\prime}\right)\right|$

$$
\times\left|V\left(r^{\prime}\right)\right| L\left(|k| r^{\prime}\right)|k|^{-1}, \quad n \geq 1
$$

and therefore

$$
\begin{aligned}
&\left|\mathbb{Q}_{l}^{(n)}(k, r)\right| \leq C^{n+1} \int_{0}^{r} d r_{1} \cdots \int_{0}^{r_{n-1}} d r_{n}\left|V\left(r_{1}\right)\right| \\
& \times \frac{r_{1}}{1+|k| r_{1}} \cdots\left|V\left(r_{n}\right)\right| \frac{r_{n}}{1+|k| r_{n}} \\
&=\frac{C^{n+1}}{n!}\left[\int_{0}^{r} d r^{\prime}\left|V\left(r^{\prime}\right)\right| \frac{r^{\prime}}{1+|k| r^{\prime}}\right]^{n},
\end{aligned}
$$

so that

$$
\left|\sum_{0}^{\infty} \mathscr{Q}_{l}^{(n)}(k, r)\right| \leq C \exp \left[C \int_{0}^{r} d r^{\prime}\left|V\left(r^{\prime}\right)\right| r^{\prime}\left(1+|k| r^{\prime}\right)^{-1}\right]
$$

As a result the series $\sum \varphi_{l}^{(n)}$ converges absolutely and uniformly for all $r$ and in every finite region in the complex $k$ plane. Furthermore, we find that

$$
\begin{align*}
\left|\varphi_{l}(k, r)\right| \leq C e^{|\nu| r} & \left(\frac{r}{1+|k| r}\right)^{l+1} \\
& \quad \times \exp \left[C \int_{0}^{r} d r^{\prime}\left|V\left(r^{\prime}\right)\right| \frac{r^{\prime}}{1+|k| r^{\prime}}\right] \tag{3.11}
\end{align*}
$$

Since $g_{l}$ and $\varphi_{l}{ }^{(0)}$ are entire analytic functions of $k$, so is each $\varphi_{l}{ }^{(n)}$. It then follows that for every fixed $r$, $\varphi_{l}(k, r)$ is an entire function of $k^{2}$.

We may now insert (3.11) in the integral equation (3.7) and obtain the inequality

$$
\begin{align*}
& \left|\varphi_{l}(k, r)-k^{-l-1} u_{l}(k r)\right| \\
& \quad \leq C e^{|\nu| r}\left(\frac{r}{1+|k| r}\right)^{l+1} \int_{0}^{r} d r^{\prime}\left|V\left(r^{\prime}\right)\right| \frac{r^{\prime}}{1+|k| r^{\prime}} \tag{3.12}
\end{align*}
$$

The integral on the right-hand side tends to naught as $|k| \rightarrow \infty$, even if at $r=0$ only the first moment of $|V|$ exists. That is seen by writing

$$
\begin{aligned}
\int_{0}^{\infty} d r|V(r)| \frac{r}{1+|k| r}=\int_{0}^{a}+\int_{a}^{\infty} \leq & \int_{0}^{a} d r r|V(r)| \\
& +\int_{a}^{\infty} d r|V(r)||k|^{-1}
\end{aligned}
$$

Hence if we choose $a$ and $k$ so that

$$
\int_{0}^{a} d r r|V(r)| \leq \frac{1}{2} \epsilon, \quad|k| \geq \int_{a}^{\infty} d r|V(r)| \cdot 2 \epsilon^{-1}
$$

then

$$
\int_{0}^{\infty} d r|V(r)| r(1+|k| r)^{-1} \leq \epsilon
$$

The right-hand side of (3.12) is therefore

$$
o\left(|k|^{-l-1} e^{|\nu| r}\right) \text { as }|k| \rightarrow \infty,
$$

and consequently, as $|k| \rightarrow \infty$

$$
\begin{equation*}
\varphi_{l}(k, r)=k^{-l-1} \sin \left(k r-\frac{1}{2} \pi l\right)+o\left(|k|^{-l-1} e^{|\nu| r}\right) \tag{3.13}
\end{equation*}
$$

uniformly in $r$. It is clear from (3.12) that if $V$ is absolutely integrable, then the remainder is $O\left(|k|^{-i-2} e^{e|\nu| r}\right)$.

A similar procedure is followed for the function $f_{l}(k, r)=\sum f_{l}^{(n)}(k, r)$, where

$$
\begin{aligned}
& f_{l}^{(0)}(k, r)=w_{l}(k r) \\
& f_{l}^{(n)}(k, r)=-\int_{r}^{\infty} d r^{\prime} g_{l}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) f_{l}^{(n-1)}\left(k, r^{\prime}\right), \quad n \geq 1
\end{aligned}
$$

One then finds that the series $\sum h_{l}{ }^{(n)}(k, r)$, where

$$
h_{l}^{(n)}(k, r) \equiv e^{-v r}[L(|k| r)]^{l} f_{l}^{(n)}(k, r),
$$

is dominated by a series which can be summed to

$$
\begin{aligned}
C \exp \left[C \int_{r}^{\infty} d r^{\prime} \mid\right. & V\left(r^{\prime}\right) \mid \\
& \left.\times \exp \left[\left(\nu+\left|\nu^{\prime}\right|\right)\left(r^{\prime}-r\right)\right] r^{\prime}\left(1+|k| r^{\prime}\right)^{-1}\right]
\end{aligned}
$$

The series $\sum f_{l}{ }^{(n)}$ therefore converges uniformly for all $r \geq r_{0}>0$ and for any closed region in the complex $k$ plane not including $k=0$, where

$$
\alpha \equiv \int_{0}^{\infty} d r|V(r)| r e^{(\nu+|\nu|) r}
$$

is finite. Thus $f_{l}(k, r)$ exists, is continuous, and is obtainable by successive approximations from (3.8) for all $r>0$ and all finite $k \neq 0$ in the lower half-plane, including the real axis, provided only that $V$ possesses a finite first absolute moment. If, moreover, $V$ decreases
exponentially at infinity so that

$$
\begin{equation*}
\int_{0}^{\infty} d r r|V(r)| e^{2 a r}<\infty \tag{3.14}
\end{equation*}
$$

for some $a>0$, then it follows that $f_{l}(k, r)$ exists and is continuous (and is obtainable by successive approximations) in a strip in the upper half of the complex $k$ plane with $\operatorname{Im} k \leq a$, except at $k=0$.

We also get the inequality

$$
\begin{equation*}
\left|f_{l}(k, r)\right| \leq C e^{v r}[(1+|k| r) /|k| r]^{l} e^{c \alpha}, \tag{3.15}
\end{equation*}
$$

which inserted in (3.8) yields

$$
\begin{align*}
& \left|f_{l}(k, r)-w_{l}(k r)\right| \leq C e^{v r}\left(\frac{1+|k| r}{|k| r}\right)^{l} \\
& \quad \times e^{C \alpha} \int_{r}^{\infty} d r^{\prime}\left|V\left(r^{\prime}\right)\right| e^{(w+\mid \mu)\left(r^{\prime}-r\right)} \frac{r^{\prime}}{1+|k| r^{\prime}} \tag{3.16}
\end{align*}
$$

By the same argument that follows (3.12) the righthand side of (3.16) is $o\left(e^{\nu r}\right)$ as $|k| \rightarrow \infty$ uniformly for all $r \geq r_{0}>0$ in the lower half of the complex $k$ plane including the real axis, and in a strip of width $a$ in the upper half-plane if (3.14) holds. Therefore, as $|k| \rightarrow \infty$

$$
\begin{equation*}
f_{l}(k, r)=i^{l} e^{-i k r}+o\left(e^{v r}\right) \tag{3.17}
\end{equation*}
$$

The inequality (3.16) also shows that

$$
\lim _{k \rightarrow 0} k^{l} f_{l}(k, r)
$$

exists for all finite $r>0$ if the limit is carried out in the region of regularity.

In order to show that $f_{l}(k, r)$ is an analytic function of $k$ we must show the existence and continuity of its first derivative with respect to $k$ in the same manner as those of $f_{t}(k, r)$ itself. (Since the integral in (3.8) converges absolutely, differentiation under the integral sign is permitted.) We cannot use the same argument here as for $\varphi_{l}(k, r)$ because $f_{l}{ }^{(n)}$ is not necessarily regular. The result is that, provided $V$ has a finite second absolute moment, $f_{l}(k, r)$ for fixed $r>0$ is an analytic function of $k$ regular everywhere in the open lower half of the complex plane and continuous on the real axis, except at $k=0$. If the potential satisfies (3.14) then the region of regularity includes a strip in the upper half-plane up to $\operatorname{Im} k<a$, except for a pole of order $l$ at $k=0$. If the potential vanishes identically outside a finite region, then $k^{l} f_{l}(k, r)$ is an entire function of $k$ for all fixed $r>0$.
If the potential satisfies (3.14) then one may obtain information about the singularities of $f_{l}(k, r)$ for $\operatorname{Im} k \geq a$ in a relatively simple way. ${ }^{18}$ If we write

$$
f_{l}(k, r) \equiv f_{l}^{(0)}(k, r)+\chi_{l}^{(1)}(k, r),
$$

where $f_{l}{ }^{(0)}(k, r)=w_{l}(k r)$, then $\chi_{l}{ }^{(1)}$ satisfies the integral

[^75]equation
$$
\chi_{l}^{(1)}(k, r)=f_{l}^{(1)}(k, r)-\int_{r}^{\infty} d r^{\prime} g_{l}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) \chi_{l}^{(1)}\left(k, r^{\prime}\right)
$$
where $f_{l}^{(1)}$ is simply the first Born approximation:
$$
f_{l}^{(1)}(k, r)=-\int_{r}^{\infty} d r^{\prime} g_{l}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) w_{l}\left(k r^{\prime}\right)
$$

Suppose that for a given $V$ this integral is carried out and it admits an analytic continuation into a region in the upper half-plane with $\operatorname{Im} k \geq a$, and we can set there

$$
\left|f_{l}^{(1)}(k, r)\right| \leq C e^{\gamma r}
$$

We may then use this inequality in place of (3.9) and prove the analyticity of $\chi_{l}{ }^{(1)}$ by the same arguments which prove it for $f_{l}$. The result is evidently that $\chi_{l}{ }^{(1)}(k, r)$ is regular where $f_{l}{ }^{(1)}(k, r)$ is in the region $\operatorname{Im} k<2 a-\gamma$. If, for example, $\gamma=\nu-2 a$ as it is for $\operatorname{Im} k<a$, then the continuation works for $\operatorname{Im} k=\nu<2 a$. One may repeat the same argument by examining explicitly the analytic continuation of the second Born approximation $f_{l}{ }^{(2)}$, and thus extend the strip of analyticity further and further, except for explicitly isolated singularities.

## 4. JOST FUNCTION $f_{l}(k)$

The functions $f_{l}(k, r)$ and $f_{l}(-k, r)$ are two linearly independent solutions (for $k \neq 0$ ) of the differential equation (2.10). The regular solution $\varphi_{l}(k, r)$ can therefore be expressed as a linear combination of them. Since $\varphi_{l}(k, r)$ is even in $k$ this defines a function $f_{l}(k)$, so that ${ }^{12}$

$$
\begin{align*}
\varphi_{l}(k, r)= & \frac{1}{2} i k^{-l-1} \\
& \times\left[f_{l}(-k) f_{l}(k, r)-(-)^{l} f_{l}(k) f_{l}(-k, r)\right] \tag{4.1}
\end{align*}
$$

We want to get a more explicit equation for $f_{l}(k)$. That can be obtained by taking the Wronskian of $\varphi_{l}(k, r)$ and $f_{l}(k, r)$. The Wronskian of two solutions of the same linear second-order differential equation being independent of $r$, we readily find, by evaluating it at $r \rightarrow \infty$ and using the boundary condition (3.4) that
where

$$
\begin{equation*}
W\left[f_{l}(k, r), f_{l}(-k, r)\right]=(-)^{l} 2 i k, \tag{4.2}
\end{equation*}
$$

$W[f, g] \equiv f g^{\prime}-f^{\prime} g$.
If we make use of this and (4.1), we obtain

$$
\begin{equation*}
f_{l}(k)=k^{l} W\left[f_{l}(k, r), \varphi_{l}(k, r)\right] \tag{4.3}
\end{equation*}
$$

Because of the boundary condition (3.3) this implies that

$$
f_{l}(k)=\lim _{r \rightarrow 0}(k r)^{l} f_{l}(k, r) /(2 l-1)!!
$$

If we insert the integral equations (3.7) and (3.8) in (4.3) and evaluate it at $r=0$ or $r=\infty$, we obtain the following two integral representations for $f_{l}(k)$ :

$$
\begin{align*}
f_{l}(k) & =1+k^{-1} \int_{0}^{\infty} d r f_{l}(k, r) V(r) u_{l}(k r) \\
& =1+k^{l} \int_{0}^{\infty} d r \varphi_{l}(k r) V(r) w_{l}(k r) \tag{4.4}
\end{align*}
$$

We may now express the $S$ matrix in terms of $f_{l}(k)$. The asymptotic form for large $r$ of $\varphi_{l}(k, r)$ follows immediately from (4.1) and the boundary condition (3.4); thus

$$
\begin{align*}
\varphi_{l}(k, r) \sim \frac{1}{2} i^{l+1} k^{-l-1} & \\
& \times\left[f_{l}(-k) e^{-i k r}-(-)^{l} f_{l}(k) e^{i k r}\right]
\end{align*}
$$

Comparison with (2.23) shows that

$$
\begin{equation*}
S_{l}(k)=f_{l}(k) / f_{l}(-k) \tag{4.5}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
S_{l}(-k)=1 / S_{l}(k) \tag{4.6}
\end{equation*}
$$

Furthermore, $\varphi_{l}$ being real and even in $k$ it follows from (3.5) and (4.3) that for real $k$

$$
\begin{equation*}
f_{l}^{*}(-k)=f_{l}(k) \tag{4.7}
\end{equation*}
$$

and, consequently,

$$
\left|S_{l}(k)\right|=1
$$

This is the unitarity condition.
The relation between $\varphi_{l}$ and the physical wave function $\psi_{l}$ is provided by a comparison of (4.1') with (2.23); thus

$$
\begin{equation*}
\psi_{l}(k, r)=\left[k^{l+1} / f_{l}(-k)\right] \varphi_{l}(k, r) \tag{4.8}
\end{equation*}
$$

This furnishes the physical significance of the function $f_{l}(k)$. Equation (4.5) together with (4.7) and (2.20) shows that

$$
\begin{equation*}
f_{l}(k)=\left|f_{l}(k)\right| \exp \left[i \delta_{l}(k)\right] \tag{4.9}
\end{equation*}
$$

where $\delta_{l}$ is the phaseshift for the $l$ th partial wave, while (4.8) with (3.3) shows that

$$
\left|\psi_{l}(k, r)\right|^{2} \underset{r \rightarrow 0}{\rightarrow}\left|\psi_{l}^{(0)}(k, r)\right|^{2} /\left|f_{l}(k)\right|^{2}
$$

$\psi_{l}{ }^{(0)}$ being the wave function in the absence of a potential. Thus the phase of $f_{l}(k)$ is the $l$ th phaseshift and the inverse of the square of its modulus measures the probability of finding the particles in each other's proximity relative to what it would be in the absence of forces between them.

The Jost function $f_{l}(k)$ may also be approached from quite a different point of view. Suppose that one were to solve the integral equation (2.8) for the physical wave function by the Fredholm method. ${ }^{10,19}$ One would then have to form the Fredholm determinant
$\Delta_{l}(k)=1+\sum_{n=1}^{\infty} \frac{(-)^{n}}{n!} \int_{0}^{\infty} d r_{1} \cdots \int_{0}^{\infty} d r_{n}$
where

$$
D_{l}\left(k ; r_{1}, \cdots, r_{n}\right)=\left|\begin{array}{ll}
G_{l}\left(k ; r_{1}, r_{1}\right) & G_{l}\left(k ; r_{1}, r_{2}\right) \cdots \\
G_{l}\left(k ; r_{2}, r_{1}\right) & G_{l}\left(k ; r_{2}, r_{2}\right) \cdots \\
\vdots
\end{array}\right| .
$$

$G_{l}\left(k ; r, r^{\prime}\right)$ being given by (2.4). Because the integrand in $\Delta_{l}(k)$ is symmetric in $r_{1}, \cdots, r_{n}$, and because

[^76]of the symmetry properties of the spherical Bessel functions we can write
\[

$$
\begin{align*}
\Delta_{l}(-k)=1+\sum_{1}^{\infty} & k^{-n} \int_{0}^{\infty} d r_{1} \int_{0}^{r_{1}} d r_{2} \cdots \int_{0}^{r_{n}-1} d r_{n} \\
& \times V\left(r_{1}\right) \cdots V\left(r_{n}\right) d_{l}\left(k ; r_{1}, \cdots, r_{n}\right) \tag{4.10}
\end{align*}
$$
\]

with

$$
\begin{aligned}
d_{l}(k & \left.; r_{1}, \cdots, r_{n}\right) \\
& =\left|\begin{array}{ll}
w_{l}\left(k r_{1}\right) u_{l}\left(k r_{1}\right) & w_{l}\left(k r_{1}\right) u_{l}\left(k r_{2}\right) \cdots w_{l}\left(k r_{1}\right) u_{l}\left(k r_{n}\right) \\
w_{l}\left(k r_{1}\right) u_{l}\left(k r_{2}\right) & w_{l}\left(k r_{2}\right) u_{l}\left(k r_{2}\right) \cdots w_{l}\left(k r_{2}\right) u_{l}\left(k r_{n}\right) \\
\vdots \\
w_{l}\left(k r_{1}\right) u_{l}\left(k r_{n}\right) & w_{l}\left(k r_{2}\right) u_{l}\left(k r_{n}\right) \cdots w_{l}\left(k r_{n}\right) n_{l}\left(k r_{n}\right)
\end{array}\right| \\
& \equiv w_{l}\left(k r_{1}\right) s_{l}\left(k ; r_{1} ; r_{2}, \cdots, r_{n}\right) .
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
\Delta_{l}(-k)=1+k^{-1} \int_{0}^{\infty} d r w_{l}(k r) V(r) g_{l}(k r) \tag{4.11}
\end{equation*}
$$

where

$$
\begin{aligned}
g_{l}(k, r)=u_{l}(k r)+\sum_{1}^{\infty} k^{-n} & \int_{0}^{r} d r_{1} \int_{0}^{r_{1}} d r_{2} \cdots \int_{0}^{r_{n-1}} d r_{n} \\
& \times V\left(r_{1}\right) \cdots V\left(r_{n}\right) s_{l}\left(k ; r ; r_{1}, \cdots, r_{n}\right) .
\end{aligned}
$$

Now since $s_{l}\left(k ; r ; r, r_{2}, \cdots, r_{n}\right)=0$ and

$$
W\left[w_{l}(k r), u_{l}(k r)\right]=k,
$$

we readily find that

$$
\begin{gather*}
W\left[w_{l}(k r), g_{l}(k, r)\right]=k\left[1+\sum_{1}^{\infty} k^{-n} \int_{0}^{r} d r_{1} \cdots \int_{0}^{r_{n}-1} d r_{n}\right. \\
\left.\times V\left(r_{1}\right) \cdots V\left(r_{n}\right) d_{l}\left(k ; r_{1}, \cdots, r_{n}\right)\right] . \tag{4.12}
\end{gather*}
$$

Differentiation with respect to $r$ yields

$$
w_{l}(k r) g_{l}^{\prime \prime}(k, r)-g_{l}(k, r) w_{l}^{\prime \prime}(k r)=k w_{l}(k r) V(r) g_{l}(k, r),
$$

which, because of the differential equation satisfied by $w_{l}(k r)$, shows that $g_{l}(k, r)$ solves the differential equation (2.10). Furthermore one easily sees from (4.12) that as $r \rightarrow 0$,

$$
g_{l}(k, r)=u_{l}(k r)+o\left(r^{l+1}\right) .
$$

It follows that

$$
\begin{equation*}
g_{l}(k, r)=k^{l+1} \varphi_{l}(k, r), \tag{4.13}
\end{equation*}
$$

and therefore by (4.11) and (4.3),

$$
\begin{equation*}
f_{l}(k)=\Delta_{l}(-k) . \tag{4.14}
\end{equation*}
$$

Thus the function $f_{l}(-k)$ is the Fredholm determinant of Eq. (2.8). ${ }^{10}$

We now want to examine the analytic properties of $f_{l}(k)$ in the complex plane; that will, via (4.5), give us information on the analytic properties of the $S$ matrix.
In order to extend $f_{l}(k)$ into the complex plane we may use either (4.3) or (4.4). The inequalities (3.9)
and (3.11) lead from the second version of (4.4) to

$$
\begin{equation*}
\left|f_{l}(k)-1\right| \leq C \int_{0}^{\infty} d r|V(r)| e^{(\nu+|v|)} r(1+|k| r)^{-1} \tag{4.15}
\end{equation*}
$$

Under the assumptions (3.1) on the potential, the integral thus converges absolutely so that $f_{l}(k)$ exists and is continuous for all $k$ in the closed lower halfplane. If the potential also satisfies (3.14) then the same conclusion can be drawn in an additional strip in the upper half-plane with $\operatorname{Im} k \leq a$. Because of the absolute convergence we may differentiate (4.4) with respect to $k$ under the integral sign and then use inequalities obtained from differentiating (3.8) with respect to $k$. The result is that under the hypothesis (3.1) $f_{l}(k)$ is an analytic function of $k$ regular in the open lower half of the complex plane and continuous on the real axis. If the potential fulfills (3.14) then $f_{l}(k)$ is analytic also in a strip in the upper half-plane with $\operatorname{Im} k<a$. If the potential vanishes asymptotically faster than every exponential (e.g., if it has a gaussian tail or if it vanishes identically beyond a finite radius) then $f_{l}(k)$ is an entire function of $k$. In any region of analyticity connected with the real axis (4.7) leads to

$$
f_{l}{ }^{*}\left(-k^{*}\right)=f_{l}(k) .
$$

The arguments at the end of Sec. 3, which in specific cases of (3.14) may allow the analytic continuation of $f_{l}(k, r)$ beyond $\operatorname{Im} k=a$ by examination of the terms in the successive approximations, ${ }^{18}$ are now applicable to $f_{l}(k)$. It may thus be possible in many practical cases to use the first Born approximation in order to extend the analytic continuation to $\operatorname{Im} k<2 a$, the second, to $\operatorname{Im} k<3 a$, etc.

We now want to examine the behavior of $f_{l}(k)$ as $k \rightarrow \infty$. The inequality (4.15) tells us directly that for $\operatorname{Im} k \leq 0$,

$$
\begin{equation*}
\lim _{|k| \rightarrow \infty} f_{l}(k)=1 \tag{4.16}
\end{equation*}
$$

In fact we can conclude from (4.3), (3.17), and (2.22) that when $\operatorname{Im} k \leq 0$, as $|k| \rightarrow \infty$,

$$
\begin{equation*}
f_{l}(k)=1+(2 i k)^{-1} \int_{0}^{\infty} d r V(r)+o\left(k^{-1}\right) \tag{4.16'}
\end{equation*}
$$

provided that $V(r)$ is integrable at $r=0$; otherwise the second term need be only $o(1)$. Equation (4.16') says that at very high energies the Born approximation for $f_{l}(k)$ is good. ${ }^{20}$
In the upper half-plane we can draw interesting conclusions only if for $r>R$ the potential vanishes identi-

[^77]cally. In that event (4.15) shows that
$$
\left|\left(f_{l}(k)-1\right) e^{2 i k R}\right| \leq C \int_{0}^{R} d r|V(r)| r(1+|k| r)^{-1}
$$

This implies that for $\operatorname{Im} k>0$

$$
\begin{equation*}
\left(f_{l}(k)-1\right) e^{2 i k R}=o(1) \quad \text { as } \quad|k| \rightarrow \infty \tag{4.17}
\end{equation*}
$$

if the potential has a finite first absolute moment; if it is also absolutely integrable then the right-hand side of (4.17) is $O\left(|k|^{-1}\right)$.

Next we want to look at the zeros of $f_{l}(k)$. Suppose that $f_{l}(k)$ vanishes at a point in the lower half-plane:

$$
f_{l}\left(k_{0}\right)=0, \quad \operatorname{Im} k_{0}<0
$$

Since by (4.3) this means that the Wronskian between $f_{l}\left(k_{0}, r\right)$ and $\varphi_{l}\left(k_{0}, r\right)$ is zero, the two solutions are multiples of one another:

$$
\begin{equation*}
f_{l}\left(k_{0}, r\right)=c \varphi_{l}\left(k_{0}, r\right) . \tag{4.18}
\end{equation*}
$$

But $k_{0}$ being in the lower half-plane, the left-hand side of (4.18) decreases exponentially at infinity, while the right-hand side vanishes at the origin. Consequently, both sides are square integrable and $k_{0}{ }^{2}$ is a discrete eigenvalue of the Schrödinger equation; there is a bound state of energy $\hbar^{2} k_{0}{ }^{2} / 2 \mu$.

It is proved by the standard method that the eigenvalues $k_{0}{ }^{2}$ must be real. If $k_{0}$ is a root of $f_{l}(k)$ in the lower half-plane, then by $\left(4.7^{\prime}\right)$, so is $-k_{0}{ }^{*}$. Multiplication of the Schrödinger equation for $\varphi_{l}(k, r)$ by $\varphi_{l}\left(k^{\prime}, r\right)$ and subtraction from that for $\varphi_{l}\left(k^{\prime}, r\right)$ multiplied by $\varphi_{l}(k, r)$ leads to

$$
\begin{align*}
(d / d r) W\left[\varphi_{l}(k, r), \varphi_{l}\left(k^{\prime}, r\right)\right]
\end{align*} \quad=\left(k^{2}-k^{\prime 2}\right) \varphi_{l}(k, r) \varphi_{l}\left(k^{\prime}, r\right) . ~ l
$$

If we now set $k=k_{0}, k^{\prime}=-k_{0}{ }^{*}$ and integrate from $r=0$ to $r=\infty$, we get

$$
\operatorname{Im} k_{0}^{2} \int_{0}^{\infty} d r\left|\varphi_{l}\left(k_{0}, r\right)\right|^{2}=0
$$

and therefore $k_{0}{ }^{2}$ must be real.
The converse is also true. If $k_{0}{ }^{2}$ is a discrete eigenvalue then $f_{l}\left(k_{0}, r\right)$ must vanish at $r=0$ when $k_{0}$ is taken in the lower half plane. Hence by (4.3') $f_{l}\left(k_{0}\right)=0$.
If $k_{0}=-i \kappa, \kappa>0$, is a root of $f_{l}(k)$ and $k=i \kappa$ lies in a region of analyticity of $f_{l}(k)$ connected with the real axis, then Eq. (4.1) at once yields the following value for the constant $c$ of (4.18):

$$
\begin{equation*}
c=-2 i^{-l} \kappa^{l+1} / f_{l}(i|\kappa|) . \tag{4.20}
\end{equation*}
$$

In general, however, we cannot draw this conclusion.
The function $f_{l}(k)$ cannot have any roots on the real axis, except possibly at $k=0$. That follows at once from the fact that by (4.7) $f_{l}(-k)$ vanishes when $f_{l}(k)$ does for real $k$. Equation (4.1) then shows that $\varphi_{l}(k, r)$ would vanish identically in $r$. Since that contradicts the
boundary condition (3.3), $f_{l}(k)$ cannot vanish for real $k \neq 0$.
It is possible for $f_{l}(k)$ to be zero for $k=0$. We then conclude that the function

$$
h_{l}(k, r) \equiv k_{l}^{l} f_{l}(k, r)
$$

is, for $k=0$, a multiple of $\varphi_{l}(0, r)$

$$
h_{l}(0, r)=c \varphi_{l}(0, r) .
$$

For $l=0$, however, the boundary condition (3.4) shows that $h_{l}(0, r)$ is different from zero at $r=\infty$ so that $\varphi_{l}(0, r)$ is not normalizable and $k=0$ is not a discrete eigenvalue. For $l>0$, on the other hand, the inequality (3.15) shows that as $r \rightarrow \infty$,

$$
h_{l}(0, r)=O\left(r^{-l}\right)
$$

$\varphi_{l}(0, r)$ is therefore square integrable and zero is a discrete eigenvalue if $f_{l}(0)=0$. We then have a zero energybound state. For $l=0$ this can happen only if the potential fails to satisfy (3.1); see Sec. 10 f for an example.
The next question is naturally the multiplicity of the zeros of $f_{l}(k)$. Take first the case for which $f_{l}\left(k_{0}\right)=0$ with $\operatorname{Im} k_{0}<0$. Differentiation of (4.3) with respect to $k$ (indicated by a dot), subsequently setting $k=k_{0}$ and using (4.18) leads to

$$
\begin{align*}
& \dot{f}_{l}\left(k_{0}\right)=k_{0}{ }^{l} c^{-1} W\left[\dot{f}_{l}\left(k_{0}, r\right), f_{l}\left(k_{0}, r\right)\right] \\
&+k_{0}{ }^{l} c W\left[\varphi_{l}\left(k_{0}, r\right), \dot{\varphi}_{l}\left(k_{0}, r\right)\right] \tag{4.21}
\end{align*}
$$

The right-hand side can be evaluated by differentiating (4.19) and the equivalent equation for $f_{l}(k, r)$ with respect to $k$, then setting $k=k_{0}$. The result is that if $f_{l}\left(k_{0}\right)=0$, then

$$
\begin{align*}
\dot{f}_{l}\left(k_{0}\right) & =-2 k_{0}{ }^{l+1}\left[c \int_{0}^{r} d r^{\prime} \varphi_{l^{2}}\left(k_{0}, r^{\prime}\right)+c^{-1} \int_{r}^{\infty} d r^{\prime} f_{l}^{2}\left(k_{0}, r^{\prime}\right)\right] \\
& =-2 c k_{0}{ }^{l+1} \int_{0}^{\infty} d r \varphi_{l^{2}}\left(k_{0}, r\right)
\end{align*}
$$

Because of the boundary condition (3.4), $c \neq 0$; furthermore, $\varphi_{l}\left(k_{0}, r\right)$ is real for purely imaginary $k_{0}$; hence the right-hand side of ( $4.21^{\prime}$ ) cannot vanish. Consequently, $\dot{f}_{l}\left(k_{0}\right) \neq 0$ when $f_{l}\left(k_{0}\right)=0$ and the zero is always simple.

The point $k=0$ requires special consideration. Suppose that $f_{l}(0)=0$. We then take $k$ first in the lower half-plane, $\operatorname{Im} k<0$, and differentiate the equivalent of (4.19) for $h_{l}(k, r)$ with respect to $k$, subsequently setting $k^{\prime}=k$ :

$$
\begin{equation*}
W\left[\dot{h}_{2}(k, r), h_{l}(k, r)\right]=-2 k \int_{r}^{\infty} d r^{\prime} h_{l^{2}}\left(k, r^{\prime}\right) \tag{4.22}
\end{equation*}
$$

The next step is to let $k$ tend to naught inside a cone of opening angle less than $\pi$ :

$$
-\operatorname{Im} k \geq \epsilon|k|, \quad \epsilon>0
$$

It is then easily shown by means of the inequalities (3.16), (3.15), and (3.9) that the right-hand side of
(4.22) has the same limit with $k \rightarrow 0$ as

$$
\begin{aligned}
& \lim _{k \rightarrow 0} 2 k \int_{r}^{\infty} d r^{\prime} w_{l}{ }^{2}\left(k r^{\prime}\right) k^{2 l} \\
&=2 \lim \left[k^{2 l} \int_{k r}^{a} d z w_{l}^{2}(z)+k^{2 l+1} \int_{a / k}^{\infty} d r^{\prime} e^{-2 i k r^{\prime}} i^{2 l}\right] \\
&=\left\{\begin{array}{ccc}
0, & \text { if } & l \geq 1 \\
-i, & \text { if } & l=0
\end{array}\right.
\end{aligned}
$$

As a result, (4.22) leads to

$$
W\left[\dot{h}_{l}(0, r), h_{l}(0, r)\right]=\left\{\begin{array}{lll}
0, & \text { if } & l \geq 1,  \tag{4.23}\\
i, & \text { if } & l=0,
\end{array}\right.
$$

when $k=0$ is approached as indicated. Equation (4.21) for $k_{0}=0$ reads

$$
\begin{align*}
& \dot{f}_{l}(0)=c^{-1} W\left[\dot{h}_{l}(0, r), h_{l}(0, r)\right] \\
&+c W\left[\varphi_{l}(0, r), \dot{\varphi}_{l}(0, r)\right]
\end{align*}
$$

where we may let $r$ tend to zero. Equation (4.23) thus shows that if $f_{\imath}(0)=0$, then

$$
\dot{f}_{l}(0)=\left\{\begin{array}{ccc}
i c^{-1}, & \text { if } & l=0  \tag{4.24}\\
0, & \text { if } & l \geq 1
\end{array}\right.
$$

For $l \geq 1$ one further differentiation is required. Since then $\dot{f}_{l}(0)=0$, we have from (4.21) and (4.22)

$$
\ddot{f}_{l}(0)=\lim _{k \rightarrow 0} k^{-1} \dot{f}_{l}(k)=-2 c \int_{0}^{\infty} d r \varphi_{l}^{2}(0, r) .
$$

We therefore find that if $f_{l}(0)=0$, then as $k \rightarrow 0$ with $-\operatorname{Im} k \geq \epsilon|k|, \epsilon>0$,

$$
1 / f_{l}(k)=\left\{\begin{array}{lll}
O\left(k^{-1}\right), & \text { if } & l=0,  \tag{4.25}\\
O\left(k^{-2}\right), & \text { if } & l \geq 1,
\end{array}\right.
$$

as well as

$$
f_{l}(k)= \begin{cases}O(k), & \text { if } \quad l=0 \\ O\left(k^{2}\right), & \text { if } \quad l \geq 1,\end{cases}
$$

which is to say that $f_{l}$ goes to zero exactly as $k$ or $k^{2}$, respectively. If $f_{l}(k)$ is analytic in a neighborhood of $k=0$, then the statement is simply that, if $f_{l}(0)=0$, then the zero is simple for $l=0$ and double for $l \geq 1$.
We may now draw a conclusion concerning the number of zeros of $f_{l}(k)$ in the lower half of the complex plane. The function $f_{l}(k)$ being regular analytic there, its zeros cannot have a point of accumulation except possibly at $k=0$ or $k=\infty$. These two points cannot be accumulation points of roots either, the former because of (4.25) and the latter because of (4.16). Consequently the number of zeros must be finite. This proves that the number of discrete eigenvalues (i.e., bound states) for a given $l$ value must be finite if the potential satisfies (3.1). An absolute bound on the number $n_{l}$ of bound
states of angular momentum $l$ was given by Bargmann ${ }^{22}$ :

$$
\begin{equation*}
n_{l}<\int_{0}^{\infty} d r r|V(r)| /(2 l+1) \tag{4.26}
\end{equation*}
$$

which shows at the same time that the total number of bound states is finite.
In general we cannot say anything about the zeros of $f_{l}(k)$ in the upper half of the complex plane. They do not indicate eigenvalues. If $f_{l}\left(k_{0}\right)=0$ and both $k_{0}$ and $-k_{0}^{*}$ are in a region of analyticity of $f_{l}(k)$ connected with the real axis, then (4.7) shows that we must also have $f_{l}\left(-k_{0}{ }^{*}\right)=\mathbf{0}$. The roots then appear in pairs symmetric with respect to the imaginary axis. Furthermore, Eq. (4.1) shows that if $k_{0}{ }^{2}=-\kappa^{2}, \kappa>0$, is a discrete eigenvalue so that $f_{l}(-i \kappa)=0$, and if $+i \kappa$ lies in a region of analyticity of $f_{l}(k, r)$ connected with the real axis then we cannot have $f_{l}\left(i_{k}\right)=0$. Particularly, if the potential satisfies (3.14), then $f_{l}(i k)$ cannot vanish if $-\kappa^{2}$ is an eigenvalue with $\kappa<a$. In other words, $f_{l}\left(i_{\kappa}\right)$ can vanish under these circumstances only at the expense of a singularity of $f_{l}(k, r)$ at $k=i$.

If the potential vanishes identically beyond a finite distance $R$ then quite a bit can be said about the zeros of $f_{l}(k)$. First of all, $f_{l}(k)$ must then have infinitely many complex roots in the upper half-plane. That fact is shown as follows. ${ }^{23}$ The function

$$
\begin{equation*}
g_{l}\left(k^{2}\right) \equiv f_{l}(k) f_{l}(-k) \tag{4.27}
\end{equation*}
$$

is in that case an entire function of $k^{2}$. Because of (2.22), (3.13), and (4.4) the asymptotic behavior of $f_{l}(k)$ when $\operatorname{Im} k \rightarrow+\infty$ is

$$
\begin{equation*}
f_{l}(k) \sim-(-)^{l}(2 i k)^{-1} e^{-2 i k R} \int_{0}^{R} d r V(r) e^{-2 i k(r-R)} \tag{4.28}
\end{equation*}
$$

and hence by (4.16) that of $g_{l}\left(k^{2}\right)$ is the same. Suppose then that near $r=R$ the potential has an asymptotic expansion whose first term is

$$
\begin{equation*}
V(r) \sim c(R-r)^{\sigma}, \quad \sigma \geq 0 \tag{4.29}
\end{equation*}
$$

Then (4.28) and (4.16) imply that as $\operatorname{Im} k \rightarrow+\infty$

$$
g_{l}\left(k^{2}\right) \sim \text { const. } \times k^{-\sigma-2} e^{-2 i k R} .
$$

Therefore, the $\operatorname{order}{ }^{27}$ of $g_{l}\left(k^{2}\right)$ is $\frac{1}{2}$. But an entire function of nonintegral order has necessarily an infinite number of zeros. ${ }^{29}$ Because of (4.28), moreover, and

[^78]the analyticity of $g_{l}$, only a finite number of them can lie on the imaginary axis. As a result, $g_{l}\left(k^{2}\right)$ has infinitely many complex roots, which appear symmetrically with respect to the real axis and with respect to the imaginary axis. Those in the upper half-plane must be roots of $f_{l}(k)$ and those in the lower, of $f_{l}(-k)$.

The same argument which excludes infinitely many zeros on the imaginary axis also excludes infinitely many zeros above any ray through the origin, since there also the right-hand side of ( $4.28^{\prime}$ ) has no zeros. At the same time it follows from (4.15) that $f_{l}(k) \rightarrow 1$ as $|k| \rightarrow \infty$ on any line parallel to the real axis in the upper half plane; consequently, the number of zeros in any strip above the real axis is finite. In other words, although the total number of roots is infinite, for any given positive numbers $\mu$ and $\nu$ there is but a finite number of them with imaginary part less than $\nu$ or with a ratio of imaginary to real part greater than $\mu$.

Since it follows from (4.16) that

$$
\int_{1}^{\infty} d k k^{-2} \log _{l}\left(k^{2}\right)<\infty,
$$

we can also immediately draw the conclusion that if $\left\{k_{n}\right\}$ are the roots of $f_{l}(k)$, then ${ }^{30}$

$$
\sum_{n}\left|\operatorname{Im}\left(k_{n}^{-1}\right)\right|<\infty .
$$

Since the roots of $f_{l}(k)$ appear in pairs symmetric with respect to the imaginary axis we can also say that

$$
\sum k_{n}{ }^{-1} \text { converges }
$$

provided that we always add $k_{n}{ }^{-1}$ and $\left(-k_{n}{ }^{*}\right)^{-1}$ together first.

The distribution of zeros $k_{n}$ in the right half-plane can be shown ${ }^{31}$ in more detail to be such that as $n \rightarrow \infty$

$$
\begin{align*}
& \operatorname{Re}_{n}=n \pi / R+O(1), \\
& \operatorname{Im} k_{n}=[(\sigma+2) / 2 R] \log n+O(1) . \tag{4.30}
\end{align*}
$$

The entire function $f_{l}(k)$ can now be written in the form of an infinite product. (We are still dealing with the case in which $V=0$ for $r>R$.) According to Hadamard's factorization theorem ${ }^{32}$ we can write

$$
\begin{equation*}
f_{l}(k)=f_{l}(0) e^{-i c k} \prod_{1}^{\infty}\left(1-\frac{k}{k_{n}}\right) e^{k / k_{n}} \tag{4.31}
\end{equation*}
$$

assuming for simplicity $f_{l}(0) \neq 0 .{ }^{33}$ The constant $c$ can be evaluated by means of a theorem by Pfluger ${ }^{34}$ which tells us that the asymptotic behavior for large $|k|$ of (4.31) is for $k= \pm i|k|$

$$
|k|^{-1} \log \left|f_{l}(k) / f_{l}(0)\right|=A \mp \sum \operatorname{Im} k_{n}^{-1} \pm c+o(1)
$$

[^79]Comparison with (4.16) and (4.28') shows that the right-hand side must equal $2 R$ for $k=i|k|$, and zero, for $k=-i|k|$; hence, we must have

$$
c+i \sum k_{n}^{-1}=R
$$

and consequently ${ }^{26}$

$$
f_{l}(k)=f_{l}(0) e^{-i k R} \prod_{1}^{\infty}\left(1-k / k_{n}\right)
$$

If we differentiate the logarithm of this equation and set $k=0$ we obtain at once by (4.9)

$$
\begin{equation*}
R+\left.\frac{d}{d k} \delta_{l}(k)\right|_{k=0}=\sum \operatorname{Im} k_{n} /\left|k_{n}\right|^{2} \tag{4.32}
\end{equation*}
$$

The only negative contributions on the right-hand side come from the bound states.
It should be reemphasized that all of the foregoing detailed conclusions are true only if the potential vanishes identically beyond a finite point.

We may now compare $\varphi_{i}$ to the physical wave function $\psi_{l}$. Equation (4.8) shows the difference in their analytic properties. Under the hypotheses (3.1) $\psi_{l}(k, r)$ is in general regular only in the upper half of the complex $k$ plane. But even there it has simple poles at $k=i\left|k_{0}\right|$ if $k_{0}{ }^{2}$ is an eigenvalue. That is the reason why, in contrast to $\varphi_{l}(k, r)$, the physical wave function $\psi_{l}(k, r)$ cannot always be expanded in a Born series.
If we think of the potential multiplied by a possibly complex scale factor $\lambda$,

$$
\begin{equation*}
V \rightarrow \lambda V \tag{4.33}
\end{equation*}
$$

then we saw that $\varphi_{l}(k, r)$ can always be expanded in a power series in $\lambda$ which converges absolutely for all values of $\lambda$, and so can $f_{l}(k)$. If, however, for a given value of $k, f_{l}(-k)=0$ when $\lambda$ has some complex value $\lambda_{0}$, then the power series in $\lambda$ for $\psi_{l}(k, r)$ (Born series) will certainly not converge absolutely for $\lambda \geq \lambda_{0}$. Thus the Born series for $\psi_{l}$ will have a finite radius of convergence.

The inequality (4.15) shows directly an important fact about the Born series. Since for every $\lambda, f_{l}(k)$ differs arbitrarily little from unity when $k$ is made large enough (real or in the lower half plane) $f_{l}(k)$ can, for any given complex $\lambda$, have no zeros on the real axis beyond a certain point. Hence for every potential that satisfies (3.1), the Born series for $\psi_{l}(k, r)$ will necessarily converge absolutely if only $k$ is large enough. Furthermore, if $k$ is sufficiently large, the first Born approximation is good.

As a function of $E, \psi_{l}$ has a branch cut along the positive real axis. On the "physical" sheet ( $\operatorname{Im} k \geq 0$ ) of its Riemann surface $\psi_{l}$ is a regular analytic function of $E$, except for simple poles at the bound state energies $E=-\left|E_{n}\right|$. At $E=0$ it is at worst $O\left(E^{\frac{1}{2}}\right.$ (when approached inside the first sheet of the Riemann surface).

## 5. PROPERTIES OF THE S MATRIX

We may now use (4.5) in order to draw conclusions concerning the $S$ matrix from the properties of $f_{l}(k)$.

On the real axis $S_{l}$ is continuous and because of (4.16)

$$
\begin{equation*}
\lim _{k \rightarrow \pm \infty} S_{l}(k)=1 \tag{5.1}
\end{equation*}
$$

For any potential that satisfies (3.1) the phaseshift thus necessarily approaches an integral multiple of $\pi$ at high energies. If, in addition, the potential is integrable at $r=0$ then ( $4.16^{\prime}$ ) yields immediately the Born approximation result as $k \rightarrow \pm \infty$

$$
\begin{equation*}
k \tan \delta_{l}(k)=-\frac{1}{2} \int_{0}^{\infty} d r V(r)+o(1) \tag{5.1'}
\end{equation*}
$$

If all we know about the potential is (3.1) then we can say nothing about the properties of $S_{l}(k)$ in the complex plane, since as soon as we leave the real axis either $f_{l}(k)$ or $f_{l}(-k)$ may fail to be regular. In other words, $S_{l}(k)$ may have singularities of any type anywhere in the complex plane off the real axis. We cannot even conclude from (4.5) that $S_{l}(k)$ has a pole at $k=i\left|k_{0}\right|$ is $k_{0}{ }^{2}$ is a discrete eigenvalue, because $f_{l}\left(i\left|k_{0}\right|\right)$ may be zero.

If, however, the potential satisfies (3.14) then $S_{l}(k)$ is necessarily an analytic function regular in the strip $0 \leq \operatorname{Im} k<a$, except for simple poles at $k=i \kappa_{n}$ whenever $-\kappa_{n}{ }^{2}$ is an eigenvalue and $0<\kappa_{n}<a$. In specific cases the analytic continuation of $S_{l}(k)$ may be carried further than $|\operatorname{Im} k|=a$ by the argument following (4.7'); namely, the continuation of successive terms in the Born approximation.

If the potential decreases asymptotically more rapidly than every exponential, particularly if it vanishes identically outside a finite region, then $S_{l}$ is regular in the entire upper half-plane except for simple poles at $k=i \kappa_{n}, \kappa_{n}>0$, whenever $-\kappa_{n}{ }^{2}$ is a discrete eigenvalue. The residues at such poles are readily found ${ }^{35}$ by (4.20), (4.21'), and (4.8):

$$
\begin{align*}
\operatorname{Res}_{n}= & 1 / \dot{S}_{l}\left(-i \kappa_{n}\right) \\
= & \frac{(-)^{l+1} i\left[f_{l}\left(i \kappa_{n}\right)\right]^{2}}{4 \kappa_{n}^{2 l+2} \int_{0}^{\infty} d r\left[\varphi_{l}\left(-i \kappa_{n}, r\right)\right]^{2}} \\
= & i / 4 \int_{0}^{\infty} d r\left[\psi_{l}\left(-i \kappa_{n}, r\right)\right]^{2} \tag{5.2}
\end{align*}
$$

which is purely imaginary and

$$
-i(-)^{l} \operatorname{Res}_{n}>0
$$

In the lower half of the complex plane singularities may again occur anywhere. If the potential fulfills

[^80](3.14) then $S_{l}(k)$ is regular there for $-\operatorname{Im} k<a$, except at isolated points where it may have poles of finite order. The latter occur at the zeros of $f_{l}(-k)$. For a potential of finite range that statement holds for the entire lower half-plane.

For a potential of type (3.14) then the zeros of $f_{l}(k)$ in the upper half-plane sufficiently close to the real axis lead to resonancelike peaks in $S_{l}(k)$ on the real axis. ${ }^{38}$ The zeros of $f_{l}(k)$ on the positive imaginary axis are sometimes referred to as "virtual bound states." For a potential of finite range $R$ we may immediately refer to the detailed discussion in Sec. 4 of the distribution of zeros of $f_{l}(k)$ in the upper half-plane. Thus there is always at most a finite number of virtual states and an infinite number of "resonances" distributed as shown in (4.30).

It is worthwhile to translate some of the foregoing statements into the language of energy. $S_{l}(E)$ then has a branch line along the positive real axis. If the potential satisfies (3.14) then $S_{l}(E)$ is an analytic function on a two sheeted Riemann surface, regular on the "physical sheet" ( $\operatorname{Im} k \geq 0)$ for $|E|<\hbar^{2} a^{2} / 2 \mu$, except for simple poles at $E=-\left|E_{n}\right|$, where $E_{n}$ are the energies of bound states; on the sheet reached via the cut along the positive real axis $S_{l}(E)$ is regular for $|E|<\hbar^{2} a^{2} / 2 \mu$, except at a number of discrete points where it may have poles of finite order. The latter, if sufficiently close to the positive real axis, lead to resonancelike peaks in the functional behavior of $S_{l}(E)$ for positive $E$.
If the potential vanishes identically for $r>R$ then the foregoing statements hold on the entire Riemann surface (except at infinity); furthermore, on the first sheet we then have by (4.16) and (4.17)

$$
\begin{equation*}
\lim _{|E| \rightarrow \infty}\left[S_{l}(E)-1\right] e^{2 i k R}=0 \tag{5.3}
\end{equation*}
$$

If in addition the potential is absolutely integrable at the origin, then

$$
\begin{equation*}
\left[S_{l}(E)-1\right]|k| e^{2 i k R}=O(1) \quad \text { as } \quad|E| \rightarrow \infty . \tag{5.3'}
\end{equation*}
$$

In either case one may apply Cauchy's theorem to the integral

$$
\int \frac{d E^{\prime}\left[S_{l}\left(E^{\prime}\right)-1\right] e^{2 i k^{\prime} R}}{E^{\prime}-E}
$$

over a contour running above and below the branch cut and closed by a circle of large radius on the first sheet of the Riemann surface. Since the values of $S_{l}$ on the upper and lower rim of the cut are related according to (4.5)-(4.7) by

$$
S_{l}(E+i \epsilon)=S_{l}^{*}(E-i \epsilon),
$$

[^81]the result is the dispersion relation, ${ }^{39}$
\[

$$
\begin{align*}
& \operatorname{Re}\left[\left(S_{l}(E)-1\right) e^{2 i k R}\right]=\sum_{n} \frac{\left(E_{n} / \kappa_{n}\right) \operatorname{Res}_{n} \exp \left(-2 \kappa_{n} R\right)}{E-E_{n}} \\
&+\frac{1}{\pi} P \int_{0}^{\infty} d E^{\prime} \frac{\operatorname{Im}\left[\left(S_{l}\left(E^{\prime}\right)-1\right) e^{2 i k^{\prime} R}\right]}{E^{\prime}-E} \tag{5.4}
\end{align*}
$$
\]

where $E_{n}=-\hbar^{2} \kappa_{n}{ }^{2} / 2 \mu$ are the bound state energies, $\left\{\operatorname{Res}_{n}\right\}$ are the residues of $S_{l}$ at $k=i \kappa_{n}$ given by (5.2), and $P$ denotes the Cauchy principal value. Because of the presence of $e^{2 i k R}$ this is not a very useful equation.

More practically, we may represent the $S$ matrix by the use of $\left(4.31^{\prime}\right)$ as an infinite product ${ }^{40}$ :

$$
\begin{equation*}
S_{l}(k)=e^{-2 i k R} \prod_{n=1}^{\infty} \frac{k_{n}-k}{k_{n}+k} \tag{5.5}
\end{equation*}
$$

This amounts to writing the phase shift as

$$
\begin{align*}
\delta_{l}(k)=-k R & -\sum_{n=1}^{N} \tan ^{-1} \frac{k}{\kappa_{n}} \\
& +\sum_{n=1}^{N^{\prime}} \tan ^{-1} \frac{k}{\kappa_{n}{ }^{\prime}}+\sum_{\alpha=1}^{\infty} \tan ^{-1} \frac{2 k k_{\alpha} \alpha^{(2)}}{\left|k_{\alpha}\right|^{2}-k^{2}{ }^{2}} \tag{}
\end{align*}
$$

where $E_{n}=-\hbar^{2} \kappa_{n}{ }^{2} / 2 \mu$ are the bound state energies, $E_{n}{ }^{\prime}=-\hbar^{2} \kappa_{n}{ }^{\prime 2} / 2 \mu$ are the virtual state energies, and $E_{\alpha}$ $=\hbar^{2}\left(k_{\alpha}{ }^{(1)}+i k_{\alpha}{ }^{(2)}\right)^{2} / 2 \mu$, with $k_{\alpha}{ }^{(1)}>0, k_{\alpha}{ }^{(2)}>0$, are the "resonances." The distribution of the energies $E_{\alpha}$ is such that for any two given positive numbers $c$ and $d$ there exists only a finite number of $E_{\alpha}$ 's above the ray $\operatorname{Im} E_{\alpha}=c \operatorname{Re} E_{\alpha}$ or below the parabola $\operatorname{Im} E_{\alpha}=2 d$ $\times\left(d^{2}+\operatorname{Re} E_{\alpha}\right)^{\frac{2}{2}}$.

Notice that each term in the $\alpha$-sum contributes an increase in the phaseshift by $\pi$ in the vicinity of $k \approx\left|k_{\alpha}\right|$. The contribution of the linear decrease in the first term, however, is such that almost all these increases are compensated by subsequent decreases. If the rising part of the curve leads to a "resonance" (i.e., a value of $\delta_{l}$ which is an odd multiple of $\frac{1}{2} \pi$ ) then so must the falling part (for almost all $\alpha$ ), although that type of "resonance" bears no relation to the $k_{\alpha}$.

Another point to notice is that, in spite of the appearance of infinitely many "resonance" terms in ( $5.5^{\prime}$ ), because of (5.1) only a finite number of them can actually lead to $\sin ^{2} \delta_{l}=1$. There always exists an energy beyond which this can no longer occur. ${ }^{41}$ Fur-

[^82]thermore, it is easily seen by means of (4.30) that the maximal slope of individual terms in the $\alpha$ sum, which for large $\alpha$ occurs at $k \sim k_{\alpha}{ }^{(1)}$, tends to naught as $1 / k_{\alpha}{ }^{(2)}$. Consequently, not only are there but a finite number of "resonance" points, but beyond a certain energy the phase shift becomes monotonely decreasing.

Another way of representing $S_{l}(k)$ if $V(r)=0$ for $r>R$ is a Mittag-Leffler expansion. ${ }^{42}$ In order to do that we need an estimate for the residues of $S_{l}(k)$ at $k=-k_{n}$ if $f_{l}\left(k_{n}\right)=0$. Because of the distribution of zeros given by (4.30) and by (4.4) the leading terms of $f_{l}(k)$.in the vicinity of $k_{n}$ when $n \rightarrow \infty$ are [assuming integrability of $V(r)]$
$f_{l}(k)=1-(-)^{l}(2 i k)^{-1} \int_{0}^{R} d r V(r) e^{-2 i k r}+O\left(k_{n}^{-1}\right)$,
while

$$
\dot{f}_{l}(k)=(-)^{l} k^{-1} \int_{0}^{\infty} d r r V(r) e^{-2 i k r}+O\left(k_{n}^{-1}\right)
$$

If we assume (4.29) then it is readily seen that we get

$$
\dot{f_{l}}(k)=-2 i R\left[f_{l}(k)-1\right]+O\left(k_{n}^{-1}\right)
$$

since for large $k$ only the vicinity of $r=R$ contributes to the integral. If we now evaluate $\dot{f}_{l}$ at $k=k_{n}$ then we obtain,

$$
\begin{equation*}
\dot{f_{l}}\left(k_{n}\right)=2 i R+O\left(k_{n}^{-1}\right) \tag{5.7}
\end{equation*}
$$

Consequently, the residue of $S_{l}(k)$ at $k=-k_{n}$,

$$
R_{n}=-f_{l}\left(-k_{n}\right) / \dot{f}_{l}\left(k_{n}\right)
$$

is by (4.16),

$$
\begin{equation*}
R_{n}=i / 2 R+O\left(k_{n}^{-1}\right) \tag{5.8}
\end{equation*}
$$

As a result of (5.8), (4.6) and its unitarity, the $S$ matrix can be written ${ }^{24}$

$$
\begin{equation*}
S_{l}(k)=1+k P_{l}(k)-k \sum_{n}\left(\frac{R_{n} / k_{n}}{k+k_{n}}+\frac{R_{n}^{*} / k_{n}^{*}}{k-k_{n}^{*}}\right) \tag{5.9}
\end{equation*}
$$

where $P_{l}(k)$ is an entire function of $k$ and it is understood that $\operatorname{Re} k_{n} \geq 0$, and that for the finite number of purely imaginary poles of $S_{l}(k), R_{n}$ is one-half the (purely imaginary) residue. Since by (5.8) and (4.30) for large $n$

$$
\frac{R_{n}}{k_{n}^{2}}+\frac{R_{n}{ }^{*}}{k_{n}^{* 2}}=i R(\pi n)^{-2}+O\left(n^{-4} \log ^{2} n\right)
$$

the series in (5.9) converges for all $k$ and the MittagLeffler expansion is established.

As a consequence of (5.9) we can write

$$
\begin{align*}
& \operatorname{Re}\left[1-S_{l}(k)\right]=2 \sin ^{2} \delta_{l}(k) \\
& =E Q_{l}(E)+E \sum_{n} \frac{A_{n}\left(E-E_{n}\right)+\frac{1}{2} B_{n} \Gamma_{n}}{\left(E-E_{n}\right)^{2}+\frac{1}{4} \Gamma_{n}^{2}}, \tag{5.9'}
\end{align*}
$$

[^83]where
\[

$$
\begin{aligned}
A_{n}+i B_{n} & =2 R_{n} / k_{n} \\
E_{n}+\frac{1}{2} i \Gamma_{n} & =\hbar^{2} k_{n}^{2} / 2 \mu
\end{aligned}
$$
\]

and

$$
Q_{l}(E)=\frac{1}{2}\left[P_{l}(-k)-P_{l}(k)\right] k / E
$$

is an entire function of $E$. The residues $R_{n}$ can be expressed in terms of the $k_{n}$. By (5.5) we have

$$
\begin{equation*}
\frac{R_{n}}{k_{n}}=2 e^{2 i k_{n} R} \prod_{m \neq n} \frac{k_{m}+k_{n}}{k_{m}-k_{n}} . \tag{5.10}
\end{equation*}
$$

The entire function $P_{l}(k)$ is also determined by the $k_{n}$; but no simple expression is known.

An interesting relation between the phase shift and the wave function, when the potential vanishes for $r>R$, is obtained as follows:

Differentiating the equivalent of (4.19) for $f_{l}(k, r)$ and $\varphi_{l}\left(k^{\prime}, r\right)$ with respect to $k^{\prime}$ and then setting $k=k^{\prime}$ yields after integration

$$
W\left[f_{l}(k, r), \dot{\varphi}_{l}(k, r)\right]=-2 k \int_{0}^{r} d r^{\prime} f_{l}\left(k, r^{\prime}\right) \varphi_{l}\left(k, r^{\prime}\right)
$$

since $\dot{\varphi}_{l}{ }^{\prime}(k, r)=o\left(r^{l}\right)$ and $\dot{\varphi}_{l}(k, r)=o\left(r^{l+1}\right)$ as $r \rightarrow 0$. Differentiation of (4.3) with respect to $k$ therefore yields

$$
\begin{aligned}
& \dot{f}_{l}(k)=l k^{-1} f_{l}(k)-2 k^{l+1} \int_{0}^{r} d r^{\prime} f_{l}\left(k, r^{\prime}\right) \varphi_{l}\left(k, r^{\prime}\right) \\
&+k^{l} W\left[\dot{f}_{l}(k, r), \varphi_{l}(k, r)\right]
\end{aligned}
$$

where $r \geq R$. We then find by (4.1) that

$$
\begin{aligned}
& \frac{\dot{f}_{l}(k)}{f_{l}(k)}-\frac{\dot{f}_{l}(-k)}{f_{l}(-k)}=\frac{d}{d k} \log S_{l}(k) \\
&=\frac{2 i k^{2 l}}{\left|f_{l}(k)\right|^{2}}\left\{2 k^{2} \int_{0}^{r} d r^{\prime} \varphi_{l}^{2}\left(k, r^{\prime}\right)\right. \\
&\left.-r\left[\varphi_{l}^{\prime 2}(k, r)-\varphi_{l}(k, r) \varphi_{l}^{\prime \prime}(k, r)\right]+\varphi_{l}(k, r) \varphi_{l}^{\prime}(k, r)\right\}
\end{aligned}
$$

or by (4.8), for $r \geq R$,

$$
\begin{align*}
\frac{d}{d k} \delta_{l}(k)= & 2 \int_{0}^{r} d r^{\prime}\left|\psi_{l}\left(k, r^{\prime}\right)\right|^{2} \\
& -k^{-2}\left\{r\left[\left|\psi_{l}^{\prime}(k, r)\right|^{2}-\psi_{l}^{\prime \prime}(k, r) \psi_{l}^{*}(k, r)\right]\right. \\
& \left.-\psi_{l}^{\prime}(k, r) \psi_{l}^{*}(k, r)\right\} \tag{5.11}
\end{align*}
$$

This equation takes on its most transparent form for $l=0$. Since it follows from (5.11) that

$$
2\left|\psi_{l}(k, r)\right|^{2}=k^{-2} \frac{d}{d r}\{ \}
$$

we may also write

$$
\begin{array}{r}
\frac{d}{d k} \delta_{0}(k)=2 \int_{0}^{\infty} d r\left[\left|\psi_{0}(k, r)\right|^{2}-\left|\psi_{0}^{\text {out }}(k, r)\right|^{2}\right] \\
\\
+\frac{1}{2} k^{-1} \sin 2 \delta_{0}(k)
\end{array}
$$

where $\psi_{l}^{\text {out }}$ is the free wave function equal to $\psi_{l}$ for $r \geq R$ and then continued in for $r<R$. For $l \neq 0$ this cannot be done since $\psi_{l}{ }^{\text {out }}$ is then not square integrable at the origin. Equation (5.11') directly illuminates the significance of a "resonance." Whenever the phaseshift varies rapidly upwards it means that there is a large probability for the particles to be found inside the region of interaction.

We may also write $\psi_{0}{ }^{\text {out }}$ explicitly; thus ${ }^{43}$

$$
\begin{align*}
& \frac{d}{d k} \delta_{0}(k)=2 \int_{0}^{R} d r\left|\psi_{0}(k, r)\right|^{2}-R \\
&+\frac{1}{2} k^{-1} \sin \left(2 k r+2 \delta_{0}\right)
\end{align*}
$$

It follows from this that

$$
\begin{align*}
(d / d k) \delta_{0}(k)>-R+\frac{1}{2} k^{-1} \sin (2 k r & \left.+2 \delta_{0}\right) \\
& \geq-\left(R+\frac{1}{2} k^{-1}\right) \tag{5.12}
\end{align*}
$$

We may also compare Eq. (5.11) with (5.5); that leads to

$$
\begin{align*}
& 2 \int_{0}^{\infty} d r\left[\left|\psi_{0}(k, r)\right|^{2}-\left|\psi_{0}{ }^{\text {out }}(k, r)\right|^{2}\right]+\frac{1}{2} k^{-1} \sin 2 \delta_{0}(k) \\
&=\sum_{n} \frac{i k_{n}}{k_{n}{ }^{2}-k^{2}}-R \tag{5.13}
\end{align*}
$$

It should be recalled at this point that all the results from Eq. (5.3) on assumed that the potential vanishes identically for $r>R$. We now return to the general case, assuming only (3.1).

The low-energy behavior of $S_{l}(k)$ is established as follows: The analytic function $f_{l}(k)$ being regular in the lower half of the complex $k$ plane, we have

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{C} d \log f_{l}(k)=n_{l} \tag{5.14}
\end{equation*}
$$

where $n_{l}$ is the number of zeros of $f_{l}(k)$ in the lower half-plane and the path of integration $C$ runs along the real axis from $+\infty$ to $-\infty$, avoiding the origin by a small semicircle of radius $\epsilon$ in the lower half-plane, and closed by a large semicircle of radius $K$ in the lower half-plane. Since each discrete eigenvalue produces a simple zero of $f_{l}(k), n_{l}$ is the number of bound states of angular momentum $l$.

The contribution to (5.14) from the large semicircle vanishes by (4.16) in the limit as $K \rightarrow \infty$. If near $k=0$ we write ${ }^{44}$

$$
f_{l}(k)=a k^{q}+o\left(k^{q}\right)
$$

[^84]then the contribution from the small semicircle is
$$
\int_{\supset} d \log f_{l}(k) \rightarrow q \int_{D} d \log k=-i \pi q
$$
in the limit as $\epsilon \rightarrow 0$. Consequently, (5.14) becomes, by (4.9),
\[

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} \lim _{K \rightarrow \infty}\left[\delta_{l}(-K)\right. & -\delta_{l}(-\epsilon)+\delta_{l}(\epsilon)-\delta_{l}(K) \\
& \left.+i \log \left|\frac{f_{l}(K)}{f_{l}(-K)} \cdot \frac{f_{l}(-\epsilon)}{f_{l}(\epsilon)}\right|\right]=2 \pi\left(n_{l}+\frac{1}{2} q\right) .
\end{aligned}
$$
\]

The imaginary term vanishes by (4.7). Furthermore, because of (4.7), $\delta_{l}(k)$ may be defined to be an odd function of $k$. We have therefore

$$
\delta_{l}(0)-\delta_{l}(\infty)=\pi\left(n_{l}+\frac{1}{2} q\right) .
$$

A glance at (4.25) and (4.25') shows that $q=0$ if $f_{l}(0) \neq 0 ; q=1$ if $f_{l}(0)=0$ and $l=0 ; q=2$ if $f_{l}(0)=0$ and $l \geq 1$. In the last case, as we saw, $k=0$ is a discrete eigenvalue and should thus be added to $n_{l}$. As a result we obtain the Levinson theorem ${ }^{45}$

$$
\begin{align*}
\delta_{l}(0)- & \delta_{l}(\infty) \\
& =\left\{\begin{array}{l}
\pi\left(n_{l}+\frac{1}{2}\right), \quad \text { if } l=0 \\
\pi n_{l}, \\
\text { otherwise }
\end{array}\right. \tag{5.15}
\end{align*}
$$

which constitutes the only generally valid relation between scattering phaseshifts and bound states.

Because of (4.16), $\delta_{l}(\infty)$ may always be defined to be zero. Equation (5.15) then determines the value of the phaseshift at zero energy. As a consequence of (5.15) we have

$$
S_{l}(0)=\left\{\begin{align*}
-1, & \text { if } l=0 \text { and } f_{l}(0)=0,  \tag{5.16}\\
1, & \text { otherwise } .
\end{align*}\right.
$$

Notice that $S_{l}(0)=-1$ implies by (2.15) that the scattering amplitude becomes infinite at $E=0$. This happens whenever the potential is such that the slightest strengthening will introduce a new bound state of zero angular momentum. This is usually referred to as a zero-energy resonance.

The next question that arises is how $S_{l}(k)$ approaches its limiting value at $k=0$. The answer is given most simply by using (2.21) in combination with (4.8)

$$
\begin{equation*}
S_{l}(k)=1-2 i k^{l} \int_{0}^{\infty} d r u_{l}(k r) V(r) \varphi_{l}(k, r) / f_{l}(-k) \tag{5.17}
\end{equation*}
$$

[^85]The inequalities (3.9) and (3.11) show that

$$
\begin{align*}
\left|S_{l}(k)-1\right| \leqslant C|k|^{2 l+1} & \int_{0}^{\infty} d r|V(r)| \\
& \times\left(\frac{r}{1+|k| r}\right)^{2 l+2} /\left|f_{l}(k)\right| . \tag{5.18}
\end{align*}
$$

If $f_{l}(0) \neq 0$ then we may conclude that the right-hand side is $O\left(k^{2 l+1}\right)$ provided that ${ }^{46}$

$$
\int_{0}^{\infty} d r|V(r)| r^{2 l+2}<\infty
$$

If $f_{l}(0)=0$, then it follows from (4.25) that the righthand side of (5.18) is $O\left(k^{2 l-1}\right)$ for $l \geq 1$, and $O(1)$ for $l=0$. Consequently, if the potential satisfies the foregoing restriction, then as $k \rightarrow 0$,
$S_{l}(k)-1=2 i e^{i \hat{\delta}_{l}} \sin \delta_{l}$

$$
= \begin{cases}-2, & \text { if } \quad l=0 \text { and } f_{l}(0)=0  \tag{5.19}\\ O\left(k^{2 l+1}\right), & \text { otherwise }\end{cases}
$$

If there is a bound state of zero energy (which is possible only if $l \geq 1$ ), then as $k \rightarrow 0$

$$
\begin{equation*}
S_{l}(k)-1=O\left(k^{2 l-1}\right) \tag{5.19'}
\end{equation*}
$$

We may generate a Born series for $S_{l}(k)$ by using (5.17). Just as in the case of $\psi_{l}(k, r)$, it is the presence of $f_{l}(-k)$ in the denominator which may prevent the convergence; as (5.18) shows, the numerator converges absolutely. We may, therefore, draw the same conclusion as at the end of Sec. 4. For every potential that fulfills (3.1) there exists an energy beyond which the $S$ matrix can be expanded in an absolutely convergent Born series. Furthermore, it follows from (5.17) together with (4.16) and (3.13) that in the high-energy limit the first term in the Born series is a good approximation.

Suppose that the potential $V=-|U|$ produces neither a bound state of $l=0$ nor a "zero energy resonance." Then $f_{0}(0) \neq 0$; the replacement (4.33) with $|\lambda| \leq 1$ cannot make $f_{0}(0)=0$ either, for that would imply

$$
\begin{aligned}
-\lambda \int_{0}^{\infty} d r V(r)\left|\varphi_{0}(0, r)\right|^{2} & =-\int_{0}^{\infty} d r \varphi_{0}^{*}(0, r) \varphi_{0}^{\prime \prime}(0, r) \\
& =\int_{0}^{\infty} d r\left|\varphi_{0}^{\prime}(0, r)\right|^{2}
\end{aligned}
$$

which is possible only for real $\lambda$. As a result the Born series for

$$
\lim _{k \rightarrow 0}\left[S_{0}(k)-1\right] / k=\dot{f}_{0}(0) / f_{0}(0)
$$

[^86]converges absolutely. A glance at (2.15) shows that because of (5.19) the Born series for the scattering amplitude at zero energy then converges absolutely. But insertion of (2.2) and of the middle form of (2.3) in (2.12) shows that the Born series for $\Theta\left(\mathbf{k}^{\prime}, \mathbf{k}\right)$ using $U$ is dominated by that for $\Theta(0,0)$ using $V=-|U|$. Consequently, a sufficient criterion for the Born series for the scattering amplitude of a potential $U$ to converge absolutely at all energies is that $V=-|U|$ produce no $s$ wave bound states or zero energy resonance. ${ }^{47}$

We finally want to look at a question of more restricted applicability: Is it possible to determine the Jost function $f_{l}(k)$ from the knowledge of $S_{l}(k)$ ? The answer is "yes," provided that we know also in addition the energies of the bound states. [Their number is already determined by $S_{l}(k)$ according to (5.15).]

If there are $n_{l}$ bound states with energies $-\hbar^{2} \kappa_{n}^{2} / 2 \mu$, $\kappa_{n} \geq 0$, then we know that $S_{l}(k)$ can be written by (4.5) as

$$
S_{l}(k)=\prod_{n=1}^{n_{l}}\left(\frac{k+i \kappa_{n}}{k-i \kappa_{n}}\right)^{2} S_{l}^{\mathrm{rod}}(k)
$$

where

$$
S_{l}{ }^{\mathrm{red}}(k)=f_{l}^{\mathrm{red}}(k) / f_{l}^{\mathrm{red}}(-k)
$$

and

$$
\begin{equation*}
f_{l}^{\mathrm{red}}(k)=\Pi \frac{k-i \kappa_{n}}{k+i \kappa_{n}} f_{l}(k) \tag{5.20}
\end{equation*}
$$

is an analytic function regular in the lower half of the complex plane, without any zeros there, and with

$$
f_{l}^{\mathrm{red}}(k) \underset{|k| \rightarrow \infty}{\rightarrow} 1
$$

there. Therefore $\log f_{l}{ }^{\text {red }}(k)$ is analytic in the lower halfplane and vanishes at infinity; consequently, it satisfies a simple "dispersion relation." By Cauchy's theorem

$$
\log f_{l}^{\mathrm{red}}(k)=-\frac{P}{\pi i} \int_{-\infty}^{\infty} d k^{\prime} \frac{\log f_{l}^{\mathrm{red}}\left(k^{\prime}\right)}{k^{\prime}-k}
$$

and hence

By (5.20) and (4.9) we have

$$
\operatorname{Im} \log f_{l}^{\mathrm{red}}(k)=\delta_{l}(k)-2 \sum_{n} \cot ^{-1}\left(k / k_{n}\right)
$$

and therefore ${ }^{48}$

$$
\begin{equation*}
\log \left|f_{l}(k)\right|=-\frac{1}{\pi} P \int_{-\infty}^{\infty} \frac{d k^{\prime} \delta_{l}\left(k^{\prime}\right)}{k^{\prime}-k}+\sum_{n} \log \frac{E-E_{n}}{E} \tag{5.21}
\end{equation*}
$$

or

$$
f_{l}(k)=\prod_{n}\left(1-\frac{E_{n}}{E}\right) \exp \left[-\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{d k^{\prime} \delta_{l}\left(k^{\prime}\right)}{k^{\prime}-k+i \epsilon}\right]
$$

[^87]in the limit as $\epsilon \longrightarrow 0+$. This explicitly expresses $f_{l}(k)$ in terms of the phaseshift $\delta_{l}(k)$ (i.e., of $\left.S_{l}(k)\right)$ and the bound states.

## 6. GREEN'S FUNCTION

It is very easy now to write down a complete Green's function or resolvent of the radial Schrödinger equation (2.10). Such a function must satisfy the equation

$$
\begin{align*}
{\left[-\frac{d^{2}}{d r^{2}}+V(r)+\frac{l(l+1)}{r^{2}}-k^{2}\right] }
\end{aligned} \begin{aligned}
\left(\mathscr{S}_{l}\left(k ; r, r^{\prime}\right)\right. & \\
& =-\delta\left(r-r^{\prime}\right) \tag{6.1}
\end{align*}
$$

It is therefore a solution of (2.10) for $r \neq r^{\prime}$. At $r=r^{\prime}$ its derivative suffers a discontinuity of unity:

$$
\begin{equation*}
\frac{d}{d r}\left(\left.\oiint_{l}\left(k ; r, r^{\prime}\right)\right|_{r=r^{\prime}-\epsilon} ^{r=r^{\prime}+\varepsilon}=1 .\right. \tag{6.2}
\end{equation*}
$$

Suppose, then, we want the Green's function appropriate to the boundary condition of (2.8), namely, such that it contains no incoming waves at infinity. It must then have the form

$$
G_{l}\left(k ; r, r^{\prime}\right)= \begin{cases}\varphi_{l}(k, r) a\left(k, r^{\prime}\right), & r<r^{\prime} \\ f_{l}(k, r) b\left(k, r^{\prime}\right), & r>r^{\prime}\end{cases}
$$

Since ( $\mathrm{GH}_{l}$ must be continuous at $r=r^{\prime}$ we find that

$$
\begin{aligned}
& a(k, r)=C(k) f_{l}(-k, r) \\
& b(k, r)=C(k) \varphi_{l}(k, r)
\end{aligned}
$$

The requirement (6.2) then fixes $C(k)$

$$
C(k) W\left[\varphi_{l}(k, r), f_{l}(-k, r)\right]=1
$$

Because of (4.3) we then find that

$$
C(k)=(-)^{l+1} k^{l} / f_{l}(-k)
$$

As a result

$$
\begin{align*}
\Theta_{l}\left(k ; r, r^{\prime}\right) & =(-)^{l+1} k^{l} \varphi_{l}\left(k, r_{<}\right) f_{l}\left(-k, r_{>}\right) / f_{l}(-k) \\
& =(-)^{l+1} k^{-1} \psi_{l}\left(k, r_{<}\right) f_{l}\left(-k, r_{>}\right) \tag{6.3}
\end{align*}
$$

From the analyticity of $\varphi_{l}(k, r), f_{l}(k, r)$ and $f_{l}(k)$ we can therefore infer the following properties of the Green's function $\mathbb{S}_{l}\left(k ; r, r^{\prime}\right)$.

For each fixed $r$ and $r^{\prime}, \bigotimes_{l}\left(k ; r, r^{\prime}\right)$ is an analytic function of $k$ regular in the open upper half of the complex plane and continuous on the real axis, except for simple poles at $k=i \kappa_{n}$ if $-\kappa_{n}{ }^{2}$ is a discrete eigenvalue, and except at $k=0$ where it may be as singular as $O\left(k^{-2}\right)$ when approached from above the real axis (for $l=0$, it is at worst $O\left(k^{-1}\right)$ ).

In the language of the energy $E, \mathcal{S}_{l}\left(k ; r, r^{\prime}\right)$ has a branch cut along the positive real axis. On the "physical" sheet of its Riemann surface $(\operatorname{Im} k \geq 0)$ it is a regular analytic function except for a finite number of simple poles on the negative real axis at the position of the bound states. At $E=0$, it has a branch point and
may in exceptional cases be $O\left(E^{-1}\right)$ when $E=0$ is approached from the first sheet of the Riemann surface. [For $l=0, O\left(E^{-\frac{1}{2}}\right)$.] As $E \rightarrow \infty$ on the first sheet, it follows from (3.13), (3.17), and (3.16) that

$$
\begin{align*}
\left(H_{l}\left(E ; r, r^{\prime}\right)=\right. & G_{l}\left(E ; r, r^{\prime}\right)+o\left(|k|^{-1} e^{-r\left|r-r^{\prime}\right|}\right) \\
= & (2 i k)^{-1}\left(e^{i k\left(r>-r_{<}\right)}-(-)^{l} e^{\left.i k(r)+r^{\prime}\right)}\right) \\
& +o\left(|k|^{-1} e^{-\nu \mid r-r^{\prime}}\right) . \tag{6.4}
\end{align*}
$$

The function $\$_{l}\left(E ; r, r^{\prime}\right)$ taken at the upper rim of its branch cut (i.e., at $k>0$ ) is usually denoted by $\mathrm{GG}_{l^{(+)}}{ }^{( }$; when we follow its analytic continuation around the origin to the lower rim of the cut ( $k<0$ ) we obtain $(5) l^{(-)}$.

In general nothing can be said about a possible analytic continuation of $\left(\oiint_{l}\right.$ beyond the branch cut onto the second sheet. If the potential satisfies (3.14), then it is regular there as far as $|E|<a^{2} \hbar^{2} / 2 \mu$, except possibly for poles of finite order. The latter, if sufficiently close to the positive real axis, lead to resonancelike peaks in the scattering amplitude. If the potential vanishes at infinity faster than every exponential (e.g., if it is identically zero beyond a finite point), then ( $\xi_{l}$ has an analytic continuation into the whole second sheet of its Riemann surface, where it then must have infinitely many poles of finite order.

The relation between $\left(G_{l}\right.$ and $S_{l}$ is given directly by the solution of (2.8):

$$
\begin{equation*}
\psi_{l}(k, r)=u_{l}(k r)+\int_{0}^{\infty} d r^{\prime} \mathscr{G}_{l}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) u_{l}\left(k r^{\prime}\right), \tag{6.5}
\end{equation*}
$$

which, inserted in (2.21), yields

$$
\begin{align*}
& S_{l}(k)=1-2 i k^{-1} \int_{0}^{\infty} d r u_{l}(k r) V(r) u_{l}(k r) \\
&-2 i k^{-1} \int_{0}^{\infty} d r \int_{0}^{\infty} d r^{\prime} u_{l}(k r) V(r) \\
& \quad \times\left(\mathcal{S}_{l}\left(k ; r, r^{\prime}\right) V\left(r^{\prime}\right) u_{l}\left(k r^{\prime}\right)\right. \tag{6.6}
\end{align*}
$$

The difference in analytic behavior between $S_{l}(k)$ and $\left.{ }^{(5)}\right)_{l}\left(k ; r, r^{\prime}\right)$, the latter being regular in the upper halfplane (except for the bound state poles), while the former need not be regular there, comes from the possible divergence of the integrals in (6.6).

## 7. COMPLETENESS

We now want to prove the completeness of the set of eigenfunctions of the radial Schrödinger equation under the assumption (3.1) on the potential. The idea of the proof ${ }^{50}$ is to evaluate the integral

$$
\int d E\left(\oiint_{l}\left(E ; r, r^{\prime}\right)\right.
$$

${ }^{50}$ This proof follows Jost and Kohn, ${ }^{99}$ Appendix. It is the type of proof given by Titchmarsh, see E. C. Titchmarsh, Eigenfunction Expansions I (Oxford University Press, New York, 1946).
over a closed contour running along the two rims of the branch cut in the complex $E$ plane and closed by a large circle at infinity on the first sheet of the Riemann surface. On the one hand, that integral is evaluated by Cauchy's residue theorem in terms of the bound state poles on the negative real axis. On the other hand, it is explicitly written down in terms of its various contributions. The whole procedure is a little simpler, however, in the $k$ plane.

We consider the integral

$$
\begin{equation*}
I(r) \equiv \int_{C} k d k \int_{0}^{\infty} d r^{\prime} h\left(r^{\prime}\right)\left(\mathrm{\xi}_{l}\left(-k ; r, r^{\prime}\right),\right. \tag{7.1}
\end{equation*}
$$

where $\mathfrak{G}_{l}$ is given by (6.3), $h(r)$ is an arbitrary sufficiently well behaved function of $r$ (square integrability suffices), and the contour $C$ of the $k$ integration is the same as in (5.14).

The integral $I(r)$ is written

$$
I=I_{1}+I_{2}
$$

$I_{1}(r)=-\int_{C} d k k^{l+1} \int_{0}^{r} d r^{\prime} h\left(r^{\prime}\right) \varphi_{l}\left(k, r^{\prime}\right) f_{l}(k, r) / f_{l}(k)$
$I_{2}(r)=-\int_{C} d k k^{l+1} \int_{r}^{\infty} d r^{\prime} h\left(r^{\prime}\right) f_{l}\left(k, r^{\prime}\right) \varphi_{l}(k, r) / f_{l}(k)$.
We first consider $I_{1}(r)$.
Suppose that the discrete eigenvalues are $-\kappa_{n}{ }^{2}$. Then we write ( $\kappa_{n}>0$ )

$$
\begin{aligned}
\varphi_{l}^{(n)}(r) & \equiv \varphi_{l}\left(-i \kappa_{n}, r\right), \\
f_{l}^{(n)}(r) & \equiv f_{l}\left(-i \kappa_{n}, r\right), \\
C_{n} & =\dot{f}_{l}\left(-i \kappa_{n}\right) .
\end{aligned}
$$

Since $\varphi_{l}(k, r), f_{l}(k, r)$, and $f_{l}(k)$ are analytic functions regular in the lower half of the complex plane and $f_{l}(k)$ has simple zeros at $k=-i \kappa_{n}$, the integral $I_{1}(r)$ is evaluated immediately by means of Cauchy's residue theorem
$I_{1}(r)=-2 \pi i \sum_{n} \int_{0}^{r} d r^{\prime} h\left(r^{\prime}\right) \varphi_{l}^{(n)}\left(r^{\prime}\right) f_{l}^{(n)}(r)\left(-i \kappa_{n}\right)^{l+1} / C_{n}$.
If we call

$$
\int_{0}^{\infty} d r\left[\varphi_{l}^{(n)}(r)\right]^{2} \equiv V_{n}^{2},
$$

then (4.21) reads

$$
C_{n}=-2 a_{n}\left(-i \kappa_{n}\right)^{l+1} N_{n}^{2},
$$

where

$$
a_{n}=f_{l}^{(n)}(r) / \varphi_{l}{ }^{(n)}(r)
$$

Thus we obtain

$$
\begin{equation*}
I_{1}(r)=i \pi \sum_{n} \int_{0}^{r} d r^{\prime} h\left(r^{\prime}\right) \varphi l^{(n)}\left(r^{\prime}\right) \varphi_{l}^{(n)}(r) N_{n}^{-2} \tag{7.4}
\end{equation*}
$$

On the other hand, we evaluate $I_{1}$ directly. The contribution $I_{1 \text { e }}$ to the $k$ integral from the small semicircle vanishes in the limit as its radius tends to zero, except when $f_{l}(0)=0$. In that case it still vanishes for $l=0$, because of (4.25). For $l \geq 1$ we write

$$
f_{l}(k)=c_{0} k^{2}+o\left(k^{2}\right) .
$$

The contribution from the small semicircle is then by (4.21) seen to be

$$
\begin{equation*}
I_{\mathbf{1 t}}(r)=-i \pi \int_{0}^{r} d r^{\prime} h\left(r^{\prime}\right) \varphi_{l^{(0)}}\left(r^{\prime}\right) \varphi_{l}^{(0)}(r) N_{0}^{-2} \tag{7.5}
\end{equation*}
$$

where

$$
\varphi_{l}^{(0)}(r) \equiv \varphi_{l}(0, r),
$$

and

$$
N_{0}^{2} \equiv \int_{0}^{\infty} d r\left[\varphi_{l}^{(0)}(r)\right]^{2} .
$$

The contribution $I_{1 R}$ to $I_{1}$ from the large semicircle is evaluated by the use of the asymptotic functions for large $|k|$. Thus by (3.13) and (3.17)

$$
\begin{align*}
I_{1 R} \underset{R \rightarrow \infty}{\sim} \frac{1}{2} i \int_{0}^{r} d r^{\prime} h\left(r^{\prime}\right) & \int_{s . c .} d k\left(e^{-i k\left(r-r^{\prime}\right)}-(-)^{l} e^{-i k\left(r+r^{\prime}\right)}\right) \\
\underset{R \rightarrow \infty}{\sim} \frac{1}{2} h(r) & \int_{s . c .} d k k^{-1}=\frac{1}{2} i \pi h(r) . \tag{7.6}
\end{align*}
$$

The remaining contribution $I_{1 E}$ to $I_{1}$ is the integral over the real axis, where we may use the fact that $\varphi_{l}(k, r)$ is an even function of $k$ and then (4.1) and (4.7); thus

$$
\begin{aligned}
& I_{1 E}(r)= \int_{0}^{r} d r^{\prime} h\left(r^{\prime}\right)\left(\int_{-\infty}^{-\epsilon}+\int_{+\epsilon}^{\infty}\right) d k k^{l+1} \\
& \times \varphi_{l}\left(k, r^{\prime}\right) f_{l}(k, r) / f_{l}(k) \\
&=-i \int^{r} d r^{\prime} h\left(r^{\prime}\right)\left(\int_{-\infty}^{-\epsilon}+\int_{+\epsilon}^{\infty}\right) d k k^{2 l+2} \\
& \times \varphi_{l}\left(k, r^{\prime}\right) \varphi_{l}(k, r) /\left|f_{l}(k)\right|^{2} .
\end{aligned}
$$

We may now let $\epsilon \rightarrow 0$ and get

$$
\begin{align*}
I_{1 E}(r)=-2 i \int_{0}^{r} d r^{\prime} h\left(r^{\prime}\right) & \int_{0}^{\infty} d k k^{2 l+2} \\
& \times \varphi_{l}\left(k, r^{\prime}\right) \varphi_{l}(k, r) /\left|f_{l}(k)\right|^{2} \tag{7.7}
\end{align*}
$$

Equating the sum of (7.5)-(7.7) to (7.4) yields

$$
\begin{array}{r}
h(r)=2 \int_{0}^{r} d r^{\prime} h\left(r^{\prime}\right)\left[2 \int_{0}^{\infty} d k k^{2 l+2} \frac{\varphi_{l}\left(k, r^{\prime}\right) \varphi_{l}(k, r)}{\pi\left|f_{l}(k)\right|^{2}}\right. \\
\left.+\sum_{n} \frac{\varphi_{l}^{(n)}\left(r^{\prime}\right) \varphi_{l}^{(n)}(r)}{N_{n}{ }^{2}}\right], \tag{7.8}
\end{array}
$$

where the sum now includes the bound state of zero binding energy if there is one.

We then go through the same arguments for $I_{2}(r)$, where we may replace the upper limit of the $r^{\prime}$ integration by $r+\mu, \mu$ being an arbitrary positive number. The result is

$$
\begin{array}{r}
h(r)=2 \int_{r}^{r+\mu} d r^{\prime} h\left(r^{\prime}\right)\left[2 \int_{0}^{\infty} d k k^{2 l+2} \frac{\varphi_{l}\left(k, r^{\prime}\right) \varphi_{l}(k, r)}{\pi\left|f_{l}(k)\right|^{2}}\right. \\
\left.+\sum_{n} \frac{\varphi_{l}^{(n)}\left(r^{\prime}\right) \varphi_{l}^{(n)}(r)}{N_{n}{ }^{2}}\right] .
\end{array}
$$

We now add (7.8) and ( $7.8^{\prime}$ ), divide by two, and let $\mu \rightarrow \infty$. The ensuing improper integral will converge provided $h(r)$ is square integrable. The result can be written in the customary notation of a $\delta$ function

$$
\begin{align*}
& \frac{2}{\pi} \int_{0}^{\infty} d k k^{2 l+2} \frac{\varphi_{l}(k, r) \varphi_{l}\left(k, r^{\prime}\right)}{\left|f_{l}(k)\right|^{2}} \\
& \quad+\sum_{n} \frac{\varphi_{l}^{(n)}(r) \varphi_{l}{ }^{(n)}\left(r^{\prime}\right)}{N_{n}{ }^{2}}=\delta\left(r-r^{\prime}\right) \tag{7.9}
\end{align*}
$$

This proves the completeness of the set of wave functions of the continuous and discrete spectrum and shows at the same time what the necessary weight function is.
The weight function appearing in (7.9) is also defined as the spectral function $\rho_{l}(E)$ in the following sense. If we set

$$
\frac{d \rho_{l}(E)}{d E}= \begin{cases}\frac{2 \mu}{\pi \hbar^{2}} k^{2 l+1} /\left|f_{l}(k)\right|^{2}, & E>0  \tag{7.10}\\ \sum_{n} \delta\left(E-E_{n}\right) / N_{n}^{2}, & E \leq 0\end{cases}
$$

with $\rho_{l}(-\infty)=0$, then (7.9) can be written as a Stieltjes integral

$$
\begin{equation*}
\int d \rho_{l}(E) \varphi_{l}(k, r) \varphi_{l}\left(k, r^{\prime}\right)=\delta\left(r-r^{\prime}\right) \tag{7.9'}
\end{equation*}
$$

At the same time we may now write the resolvent (6.3)

$$
\begin{equation*}
\left(\Im_{l}\left(E ; r, r^{\prime}\right)=\frac{\hbar^{2}}{2 \mu} \int d \rho_{l}\left(E^{\prime}\right) \frac{\varphi_{l}\left(k^{\prime}, r\right) \varphi_{l}\left(k^{\prime}, r^{\prime}\right)}{E-E^{\prime}} .\right. \tag{7.11}
\end{equation*}
$$

On the upper rim of the branch cut we get the outgoing wave Green's function $\mathscr{G H}_{l}{ }^{(+)}$; on the lower rim, the incoming wave Green's function $\left(\mathrm{F}_{l}(-)\right.$. The average of the two defines a real (standing wave) Green's function, $\left(\mathrm{SH}_{l}{ }^{(P)}\right.$, for which the Cauchy principal value of the integral must be used.

A comparison of (7.9) with (4.8) shows that we may write the completeness in terms of the physical wave function $\psi_{l}$

$$
\begin{align*}
\frac{2}{\pi} \int_{0}^{\infty} d k \psi_{l}(k, r) \psi_{l}^{*} & \left(k, r^{\prime}\right) \\
& +\sum_{n} \psi_{l}^{(n)}(r) \psi_{l}^{(n)}\left(r^{\prime}\right)=\delta\left(r-r^{\prime}\right)
\end{align*}
$$

where $\psi_{l}{ }^{(n)}(r)$ are the bound-state wave functions normalized to unity

$$
\psi_{l}^{(n)}(r)=\varphi_{l}\left(-i \kappa_{n}, r\right) / N_{n}
$$

The complete Green's function can similarly be written

$$
\begin{align*}
& \text { SI }_{l}\left(k ; r, r^{\prime}\right) \\
& \quad=\frac{2}{\pi} \int_{0}^{\infty} d k^{\prime} \frac{\psi_{l}\left(k^{\prime}, r\right) \psi_{l}^{*}\left(k^{\prime}, r^{\prime}\right)}{k^{2}-k^{\prime 2}}+\sum_{n} \frac{\psi_{l}^{(n)}(r) \psi_{l}^{(n)}\left(r^{\prime}\right)}{k^{2}+\kappa_{n}^{2}} \\
& \quad=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{d k^{\prime}}{k^{\prime}} \frac{\psi_{l}\left(k^{\prime}, r\right) \psi_{l}^{*}\left(k^{\prime}, r^{\prime}\right)}{k-k^{\prime}}+\sum_{n} \frac{\psi_{l}^{(n)}(r) \psi_{l}^{(n)}\left(r^{\prime}\right)}{k^{2}+\kappa_{n}^{2}}, \tag{7.11'}
\end{align*}
$$

where for real $k$ the limit from above the real axis to positive $k$ defines the outgoing wave Green's function, and to negative $k$, the incoming wave Green's function.

## 8. GEL'FAND-LEVITAN EQUATIONS

The equations first derived by Gel'fand and Levi$\tan ^{51,52}$ have a special interest for the solution of the problem of going backwards, from a knowledge of the phaseshift and bound states to the underlying potential. However, they are useful sometimes also in other contexts.

Consider the function ${ }^{53}$

$$
\begin{align*}
& I(E, r)=\int d \rho_{l}^{(1)}\left(E^{\prime}\right) \varphi_{l}\left(k^{\prime}, r\right) \\
& \times \int_{0}^{\tau} d r^{\prime} \varphi_{l}^{(1)}\left(k^{\prime}, r^{\prime}\right) \varphi_{l}^{(1)}\left(k, r^{\prime}\right) \tag{8.1}
\end{align*}
$$

where the quantities with the superscript " 1 " refer to a given potential $V^{(1)}(r)$, and those without superscript, to another potential $V(r)$. If we insert (4.19) and (7.10) in (8.1) and use (4.1), we obtain

$$
\begin{align*}
I= & \frac{i}{\pi} \int_{-\infty}^{\infty} \frac{d k^{\prime} k^{\prime \prime+1}}{k^{2}-k^{\prime 2}} \frac{\varphi_{l}\left(k^{\prime}, r\right)}{f_{l}^{(1)}\left(k^{\prime}\right)} W\left[\varphi_{l}^{(1)}(k, r), f_{l}^{(1)}\left(k^{\prime}, r\right)\right] \\
& +\sum_{n} \frac{\varphi_{l}\left(-i \kappa_{n}, r\right)}{k^{2}+\kappa_{n}^{2}} \frac{1}{N_{n}^{2}} W\left[\varphi_{l}^{(1)}(k, r), \varphi_{l}^{(1)(n)}(r)\right], \tag{8.2}
\end{align*}
$$

if $\kappa_{n}$ refers to the bound states of $V^{(1)}(r)$ and we take $k$ slightly off the real axis into the lower half-plane. Adding to the integral a similar one over a large semicircle in the lower half-plane, we can evaluate it by means of Cauchy's residue theorem. The result exactly cancels the bound state sum in (8.2). Thus we are left

[^88]with the negative of the integral over the large semicircle where we may use the asymptotic functions for large $k^{\prime}$, given by (3.13), (3.17), and (4.16). The result is that
\[

$$
\begin{equation*}
I(E, r)=\varphi_{l}(k, r)-\frac{1}{2} \varphi_{l}^{(1)}(k, r) \tag{8.3}
\end{equation*}
$$

\]

The next step is to notice that the completeness proof, i.e., the derivation of (7.8), would have gone through just as well if $\varphi_{l}\left(k, r^{\prime}\right)$ had been replaced by $\varphi_{l}{ }^{(1)}\left(k, r^{\prime}\right)$. If in the resulting formula we set $h(r)=\varphi_{l}{ }^{(1)}(k, r)$, we get
$\frac{1}{2} \varphi_{l}^{(1)}(k, r)=\int d \rho_{l}\left(E^{\prime}\right) \varphi_{l}\left(k^{\prime}, r\right)$

$$
\begin{equation*}
\times \int_{0}^{r} d r^{\prime} \varphi_{l}^{(1)}\left(k, r^{\prime}\right) \varphi_{l}^{(1)}\left(k^{\prime}, r^{\prime}\right) \tag{8.4}
\end{equation*}
$$

The implication of (8.1), (8.3), and (8.4) is that

$$
\begin{equation*}
\varphi_{l}(k, r)=\varphi_{l}^{(1)}(k, r)+\int_{0}^{r} d r^{\prime} K_{l}\left(r, r^{\prime}\right) \varphi_{l}^{(1)}\left(k, r^{\prime}\right) \tag{8.5}
\end{equation*}
$$

where
$K_{l}\left(r, r^{\prime}\right)=\int d\left[\rho_{l}^{(1)}(E)-\rho_{l}(E)\right] \varphi_{l}(k, r) \varphi_{l}^{(1)}\left(k, r^{\prime}\right)$.
Equation (8.5) resembles that containing a complete Green's function; however, in contrast to the latter, $K_{l}\left(r, r^{\prime}\right)$ has the remarkable property of being independent of the energy. It obviously satisfies the differential equation

$$
\begin{align*}
& \frac{\partial^{2}}{\partial r^{2}} K_{l}\left(r, r^{\prime}\right)-\left[V(r)+\frac{l(l+1)}{r^{2}}\right] K_{l}\left(r, r^{\prime}\right) \\
& \quad=\frac{\partial^{2}}{\partial r^{\prime 2}} K_{l}\left(r, r^{\prime}\right)-\left[V^{(1)}\left(r^{\prime}\right)+\frac{l(l+1)}{r^{\prime 2}}\right] K_{l}\left(r, r^{\prime}\right) \tag{8.7}
\end{align*}
$$

Inserting (8.5) in the Schrödinger equation and using (8.7) readily leads to

$$
\begin{equation*}
2 \frac{d}{d r} K_{l}(r, r)=V(r)-V^{(1)}(r) \tag{8.8}
\end{equation*}
$$

In addition, $K_{l}$ satisfies the boundary condition

$$
\begin{equation*}
K_{l}(0, r)=0 \tag{8.9}
\end{equation*}
$$

If we multiply, finally, (8.5) by $\varphi_{l}^{(1)}\left(k, r^{\prime \prime}\right)$ and integrate with the weight $\rho_{l}{ }^{(1)}-\rho_{l}$, we obtain the Gel'fand Levitan integral equation

$$
\begin{equation*}
K_{l}\left(r, r^{\prime}\right)=g_{l}\left(r, r^{\prime}\right)+\int_{0}^{r} d r^{\prime \prime} K_{l}\left(r, r^{\prime \prime}\right) g_{l}\left(r^{\prime \prime}, r^{\prime}\right) \tag{8.10}
\end{equation*}
$$

where

$$
\begin{align*}
& g_{l}\left(r^{\prime \prime}, r^{\prime}\right)=\int d\left[\rho_{l}^{(1)}(E)-\rho_{l}(E)\right] \\
& \times \varphi_{l}^{(1)}\left(k, r^{\prime \prime}\right) \varphi_{l}^{(1)}\left(k, r^{\prime}\right) \tag{8.11}
\end{align*}
$$

It can be shown ${ }^{54}$ that (8.10) always has a unique solution. A knowledge of the spectral function $p_{l}(E)$ thus determines $K_{l}\left(r, r^{\prime}\right)$ via (8.10) and (8.11); the function $\varphi_{l}(k, r)$ then follows from (8.5), and the potential, from (8.8). The spectral function in turn is given by (7.10) in terms of the bound state energies and the Jost function $f_{l}(k)$, and the latter is given by (5.21) in terms of the phase shift and the bound state energies. This demonstrates that in general, binding energies and scattering phaseshifts are completely independent, and that if there are $n_{l}$ bound states, then there exists an $n_{l}$ parameter (the $N_{n}$ ) family of potentials all of which lead to the same phaseshift and to the same binding energies.

A simple application is that in which the difference $\rho_{l}{ }^{(1)}-\rho_{l}$ is infinitesimal, due to an infinitesimal change in the phaseshift. ${ }^{55}$ In that instance one uses (5.21) and (7.11) in (8.6) and finds

$$
\begin{aligned}
& K_{l}\left(r, r^{\prime}\right)=-\frac{2}{\pi} \int_{-\infty}^{\infty} d k^{\prime} k^{\prime} \delta \delta_{l}\left(k^{\prime}\right) \\
& \times\left[\oiint_{l}^{(P)}\left(E^{\prime} ; r, r^{\prime}\right)-\sum_{n} \frac{\psi_{l}^{(n)}(r) \psi_{l}^{(n)}\left(r^{\prime}\right)}{E^{\prime}-E_{n}}\right]
\end{aligned}
$$

to first order in the variation $\delta \delta_{l}(k)$ of the phaseshift. Consequently, by (8.8),

$$
\begin{equation*}
\frac{\delta V(r)}{\delta \delta_{l}(k)}=-\frac{4 d}{\pi} \frac{d}{d r}\left\{\ddot{\left.H_{l}^{(P)}(E ; r, r)-\sum_{n} \frac{\left[\psi_{l}^{(n)}(r)\right]^{2}}{E-E_{n}}\right\} . ~ . ~ . ~}\right. \tag{8.12}
\end{equation*}
$$

Specifically, for $r=0$, we have by (6.3), (3.3), and (4.3')

$$
\frac{d}{d r} \mathscr{H}_{l}^{(P)}(E ; r, r) \rightarrow-\frac{1}{2 l+1},
$$

and therefore

$$
\begin{equation*}
\delta V(0) / \delta \delta_{l}(k)=4 k / \pi(2 l+1) . \tag{8.13}
\end{equation*}
$$

This equation can be integrated immediately

$$
V(0)-V^{(1)}(0)=[8 / \pi(2 l+1)] \int_{0}^{\infty} d k k\left[\delta_{l}(k)-\delta_{l}^{(1)}(k)\right],
$$

where $V(r)$ and $V^{(1)}$ must have the same bound states. Finally we use the Bargmann potentials (Sec. 10) in order to construct a potential $V^{(1)}$ with the same bound states as $V$ and whose phaseshift is asymptotically equal to $\delta_{l}(k)$, i.e., the value given by ( $5.1^{\prime}$ ). The result is a simple exact relation between the value of the potential at the origin and the $l$ th phaseshift and bound state energies $E_{n}{ }^{(l)}(<0)^{55}$ :
$V(0)=\frac{4}{2 l+1}\left\{\frac{2}{\pi} \int_{0}^{\infty} d k\left[k \delta_{l}(k)+\frac{1}{2} \int_{0}^{\infty} d r V(r)\right]-\sum_{n} E_{n}{ }^{(l)}\right\}$,

[^89]or
$V(0)=\frac{4}{2 l+1}\left\{-\frac{2}{\pi} \int_{0}^{\infty} d k k\left[\delta_{l}(k)+k \delta_{l}{ }^{\prime}(k)\right]-\sum_{n} E_{n}{ }^{(l)}\right\}$,
the prime indicating differentiation with respect to $k$. This shows that although the phaseshifts of the same potential are asymptotically equal for different $l$ values and near $k=0$ become smaller as $l$ increases, their first moments increase with growing $l$.

## 9. GENERALIZATION TO THE CASE WITH COUPLING

Almost everything done in the preceding sections can be generalized to the case in which the potential $V_{l s, l^{\prime} s^{\prime}}{ }^{J}$ in (2.9) has off-diagonal elements. ${ }^{56}$ It is then most convenient to write (2.10) in matrix notation suppressing the indices; thus
$-\left(d^{2} / d r^{2}\right) \Psi_{J}+V^{J} \Psi_{J}+\left[L(L+1) / r^{2}\right] \Psi_{J}=k^{2} \Psi_{J}$,
where $V^{J}$ is the square matrix (2.9), $L$ is the diagonal matrix of the $l$ values, and $\Psi_{J}$ is the square matrix $\Psi_{l s, l^{\prime} s^{\prime}}$ of (2.6). It may be well to recall the meaning of this square matrix: Each column is a solution of (9.1), its components indicating the various angular momentum components; the columns differ from one another by their boundary conditions, e.g., by the incoming wave according to (2.8). It is more convenient to work with such a square matrix then with the individual columns.
The fact that (9.1) has equations of different angular momenta coupled together leads to certain complications owing to the different behavior at $r=0$ of the solutions belonging to different $l$ values. We want to introduce a regular solution $\Phi_{J}(k, r)$ which would be the generalization of $\varphi_{l}(k, r)$. However, the boundary condition (3.3) cannot be generalized in any simple way. ${ }^{58}$ It is easier to write down directly the matrix integral equation that is to replace (3.7). But unless special precautions are taken or else a very strong assumption is made concerning the behavior of the off-diagonal elements of $V^{J}$, the resulting integral diverges at $r=0$. This divergence can be eliminated by adding a judicious inhomogeneity in the integral equation. We shall restrict ourselves to the case of $s=s^{\prime}=1$ with tensor force coupling. The procedure is readily generalized to higher spin values.

[^90]If we write

$$
\begin{array}{r}
U_{J}(k, r) \equiv\left(\begin{array}{cc}
k^{-J} u_{J-1}(k r) & 0 \\
0 & k^{-J-2} u_{J+1}(k r)
\end{array}\right), \\
\mathcal{S}_{J}\left(k ; r, r^{\prime}\right) \equiv\left(\begin{array}{cc}
g_{J-1}\left(k ; r, r^{\prime}\right) & 0 \\
0 & g_{J+1}\left(k ; r, r^{\prime}\right)
\end{array}\right), \tag{9.3}
\end{array}
$$

with $g_{l}\left(k ; r, r^{\prime}\right)$ given by (3.6), then we can define a regular matrix solution $\Phi_{J}(k ; r)$ of (9.1) by the integral equation

$$
\begin{array}{r}
\Phi_{J}(k, r)=U_{J}(k, r)\left[1+(2 J+1) \int_{1}^{r} d r^{\prime} r^{\prime-1} V_{T^{J}}\left(r^{\prime}\right)\right] \\
+\int_{0}^{r} d r^{\prime}\left[\varsigma_{J}\left(k ; r, r^{\prime}\right) V^{J}\left(r^{\prime}\right) \Phi_{J}\left(k, r^{\prime}\right)\right. \\
 \tag{9.4}\\
\left.-(2 J+1) U_{J}(k, r) V_{T}^{J}\left(r^{\prime}\right)\right],
\end{array}
$$

where

$$
V_{T}^{J} \equiv\left(\begin{array}{cc}
0 & 0 \\
V_{J-1, J+1}^{J} & 0
\end{array}\right)
$$

This integral equation can always be solved by successive approximations if the elements of $V^{J}$ satisfy (3.1a) ; the matrix function $\Phi_{J}(k, r)$ has all the regularity and reality properties of $\varphi_{l}(k, r)$.
The generalization of the solution $f_{l}(k, r)$ is a matrix function $F_{J}(k, r)$ defined by the boundary condition

$$
\begin{equation*}
\lim _{r \rightarrow \infty} e^{i k r} F_{J}(k, r)=i^{L} \tag{9.5}
\end{equation*}
$$

or the integral equation
$F_{J}(k, r)=W_{J}(k r)$

$$
\begin{equation*}
-\int_{r}^{\infty} d r^{\prime} \mathcal{G}_{J}\left(k ; r, r^{\prime}\right) V^{J}\left(r^{\prime}\right) F_{J}\left(k, r^{\prime}\right) \tag{9.6}
\end{equation*}
$$

with

$$
W_{J}(k r)=\left(\begin{array}{cc}
w_{J-1}(k r) & 0 \\
0 & w_{J+1}(k r)
\end{array}\right)
$$

Under the hypothesis (3.1b) on all elements of the potential matrix this integral equation can also always be solved by successive approximations. $F_{J}(k, r)$ has all the regularity properties of $f_{l}(k, r)$.

The generalized Jost function $F_{J}(k)$ is defined by the analog of (4.3)

$$
\begin{equation*}
F_{J}(k) \equiv k^{L} W\left[F_{J}(k, r), \Phi_{J}(k, r)\right] \tag{9.7}
\end{equation*}
$$

where the Wronskian matrix ${ }^{59}$

$$
W[F, \Phi] \equiv F^{T} \Phi^{\prime}-F^{T \prime} \Phi
$$

is defined so that it is independent of $r$ if $F$ and $\Phi$ both

[^91]solve the same Eq. (9.1). In terms of $F_{J}(k)$ we have
\[

$$
\begin{align*}
& \Phi_{J}(k, r)=\frac{1}{2} i\left[F_{J}(k, r) F_{J}{ }^{T}(-k)\right. \\
& \left.\quad-(-)^{2} F_{J}(-k, r) F_{J}{ }^{T}(k)\right] k^{-L-1} \tag{9.8}
\end{align*}
$$
\]

instead of (4.1). The matrix function $F_{J}(k)$ has all the regularity properties of $f_{l}(k)$.

Comparison of the asymptotic form of (9.8) by (9.5) with (2.23) then gives us the $S$ matrix

$$
\begin{equation*}
S^{J}(k)=F_{J}{ }^{T}(k)\left[F_{J^{T}}(-k)\right]^{-1} . \tag{9.9}
\end{equation*}
$$

This can be transformed by using the fact that because of the boundary condition

$$
W\left[\Phi_{J}(k, r), \Phi_{J}(k, r)\right]=0 .
$$

If (9.8) is inserted in this one obtains

$$
\begin{equation*}
F_{J}(-k) F_{J}{ }^{T}(k)=F_{J}(k) F_{J}{ }^{T}(-k), \tag{9.10}
\end{equation*}
$$

which shows that (9.9) can also be written

$$
\begin{equation*}
S^{J}(k)=\left[F_{J}(k)\right]^{-1} F_{J}(k), \tag{9.9'}
\end{equation*}
$$

at the same time verifying the symmetry of $S^{J}$. Since $F_{J}(k)$ has the property (4.7) it follows also that $S^{J}$ is unitary. Furthermore, ( $9.9^{\prime}$ ) implies that

$$
\begin{equation*}
S^{J}(-k)=\left[S^{J}(k)\right]^{-1} . \tag{9.11}
\end{equation*}
$$

The relation of the physical wave function $\Psi_{J}$ to $\Phi_{J}$ is seen by comparing (9.8) with (2.23), together with (9.5) and (9.9):

$$
\begin{equation*}
\Psi_{J}(k, r)=\Phi_{J}(k, r) k^{L+1}\left[F_{J}{ }^{T}(-k)\right]^{-1} . \tag{9.12}
\end{equation*}
$$

This is the analog of (4.8).
An integral representation for $F_{J}(k)$ can again be written down, but it is complicated by the extra inhomogeneities in (9.4). $F_{J}(k)$ being a matrix, it is not related in any direct way to the Fredholm determinant of (2.8).
The bound states can again be obtained from $F_{J}(k)$. This time they are those points $k=k_{0}$ in the lower half plane where $\operatorname{det} F_{J}\left(k_{0}\right)=0$. Why that is so is most easily understood by introducing an auxiliary irregular solution $I_{J}(k, r)$, which satisfies

$$
\begin{align*}
& W\left[I_{J}, \Phi_{J}\right]=1,  \tag{9.13}\\
& W\left[I_{J}, I_{J}\right]=0,
\end{align*}
$$

and which, for all fixed $r \neq 0$, is an entire function of $k^{2} .{ }^{17}$ We can then express $F_{J}(k, r)$ in terms of $\Phi_{J}(k, r)$ and $I_{J}(k, r)$,

$$
\begin{equation*}
F_{J}(k, r)=\Phi_{J}(k, r) k^{L} F_{J}^{\prime}(k)+I_{J}(k, r) k^{-L} F_{J}(k), \tag{9.14}
\end{equation*}
$$

where

$$
F_{J}^{\prime}(k) \equiv-k^{-L} W\left[F_{J}, I_{J}\right] .
$$

In contrast to (9.8), (9.14) always holds in the lower half of the complex $k$ plane, too.

Now, if $\operatorname{det} F_{J}\left(k_{0}\right)=0$ and $\operatorname{Im} k_{0}<0$, then there exists a constant vector $a$ so that $F_{J}\left(k_{0}\right) a=0$. Equation (9.14)
then shows that

$$
\begin{equation*}
F_{J}\left(k_{0}, r\right) a=\Phi_{J}\left(k_{0}, r\right) k_{0}^{L} F_{J}^{\prime}\left(k_{0}\right) a \tag{9.15}
\end{equation*}
$$

is a solution regular at the origin and exponentially decreasing at infinity; $k_{0}{ }^{2}$ is thus a discrete eigenvalue and $F_{J}\left(k_{0}, r\right) a$ is the corresponding eigenfunction. Again it follows that $k_{0}$ must lie on the negative imaginary axis. Conversely, if $k_{0}{ }^{2}$ is a discrete eigenvalue, then there must exist a constant vector $a$ so that (9.15) holds and hence by (9.14)

$$
I_{J}\left(k_{0}, r\right) k_{0}^{-L} F_{J}\left(k_{0}\right) a=0
$$

identically in $r$. It then follows from (9.13) that $F_{J}\left(k_{0}\right) a$ $=0$ and consequently $\operatorname{det} F_{J}\left(k_{0}\right)=0$.

The significance of the vector $a$ is shown by (9.15). By the boundary condition (9.5) the asymptotic form of the bound-state wave function is proportional to

$$
\exp \left(-\left|k_{0}\right| r\right)\left(a_{1},-a_{2}\right)
$$

In that sense the ratio of the components of $a$ determines the mixture of angular momenta that forms a bound state. It is always possible that accidentally more than one mixture is bound with the same energy; that is the degenerate case. In the present instance of only two coupled angular momenta it would imply that $F_{J}\left(k_{0}\right)=0$.

It can be proved ${ }^{17,57}$ that if $\operatorname{det} F_{J}\left(k_{0}\right)=0$ when $\operatorname{Im} k_{0}<0$, then $\left[F_{J}(k)\right]^{-1}$ has exactly a simple pole at $k=k_{0}$. That statement has no bearing on the question of degeneracy. The contrary is true for $\operatorname{det} F_{J}(k)$, which in the degenerate case has a double zero and hence its inverse, a double pole.

The point $k=0$ is somewhat complicated. For $J>1$, $\operatorname{det} F_{J}(0)=0$ implies a zero-energy bound state; for $J=1$ it does so only if $\left[F_{J}(0)\right]_{22}=0$ and $k^{2}\left[F_{J}(k)\right]_{12} \rightarrow 0$ as $k \rightarrow 0$. The matrix function $k^{-L} F_{J}(k) k^{L}$ is continuous at $k=0$, and the analog of (4.25) is that

$$
\begin{equation*}
Q_{J} \equiv \lim _{k \rightarrow 0} k^{2-L}\left[F_{J}(k)\right]^{-1} k^{L} \tag{9.16}
\end{equation*}
$$

always exists and differs from zero if and only if $E=0$ is a discrete eigenvalue.

The argument concerning the finiteness of the number of zeros of $f_{l}(k)$ in the lower half-plane can be carried over directly to $F_{J}(k)$. Again the result is that the number of bound states for a given $J$ is finite if all elements of $V^{J}$ satisfy (3.1).

At high energies we have the analog of (4.16). For $\operatorname{Im} k \leq 0$

$$
\begin{equation*}
\lim _{|k| \rightarrow \infty} F_{J}(k)=1 \tag{9.17}
\end{equation*}
$$

and consequently,

$$
\lim _{k \rightarrow \pm \infty} S^{J}(k)=1
$$

The statements made in Secs. 4 and 5 concerning the high-energy behavior in the upper half of the complex plane under stronger assumptions on the potential carry over to the present case.

At low energies one can generalize first of all (5.15). If we define

$$
\begin{equation*}
2 i \eta_{J}(k) \equiv \log \operatorname{det} S^{J}(k) \tag{9.18}
\end{equation*}
$$

then comparison with (2.20) shows that $\eta_{J}$ is the sum of the eigenphaseshifts of total angular momentum $J$

$$
\eta_{J}(k)=\sum_{\alpha} \delta_{\alpha}^{J}(k)
$$

One can then show that $t^{57}$

$$
\begin{align*}
& \eta_{J}(0)-\eta_{J}(\infty) \\
& \quad= \begin{cases}\pi\left(n_{J}+\frac{1}{2}\right), & \text { if } J=1 \text { and } k=0 \text { is a resonance } \\
\pi n_{J}, & \text { otherwise }\end{cases} \tag{9.19}
\end{align*}
$$

$n_{J}$ being the number of bound states of total angular momentum $J$ (counted twice in the degenerate case); the resonant case is that in which $\operatorname{det} F_{1}(0)=0$ and $Q_{1}=0$ [see (9.16)].

The way in which $S^{J}$ approaches its zero-energy value is found similarly as in the case of no coupling. The result is that, provided the $(2 J+4)$-th absolute moments of all elements of $V^{J}$ exist and they are absolutely integrable, the generalization of (5.19) is

$$
S^{J}(k)-1=\left(\begin{array}{ll}
0\left(k^{2 J-1}\right) & 0\left(k^{2 J+1}\right)  \tag{9.20}\\
0\left(k^{2 J+1}\right) & 0\left(k^{2 J+3}\right)
\end{array}\right) \text { as } k \rightarrow 0
$$

unless $\operatorname{det} F_{J}(0)=0$; in the latter case we have

$$
\begin{align*}
S^{J}(k)-1 & =\left(\begin{array}{ll}
0\left(k^{2 J-3}\right) & 0\left(k^{2 J-1}\right) \\
0\left(k^{2 J-2}\right) & 0\left(k^{2 J+1}\right)
\end{array}\right), \text { if } J>1 \\
& =\left(\begin{array}{ll}
0(k) & 0\left(k^{3}\right) \\
0\left(k^{3}\right) & 0\left(k^{3}\right)
\end{array}\right), \text { if } J=1
\end{align*}
$$

unless we have the "resonance case."
We may now write down the complete Green's function which solves

$$
\left.\left.\begin{array}{rl}
{\left[-\frac{d^{2}}{d r^{2}}+V^{J}(r)+\frac{L(L+1)}{r^{2}}-k^{2}\right]} & \left(\oiint_{J}( \right. \tag{9.21}
\end{array}\right) ; r, r^{\prime}\right) \quad .
$$

The arguments leading to its construction are the same as in Sec. 6. The result is the analog of (6.3),
(5) $J_{J}\left(k ; r, r^{\prime}\right)$

$$
= \begin{cases}(-)^{J} \Phi_{J}(k, r) k^{L}\left[F_{J}^{T}(-k)\right]^{-1} F_{J}^{T}\left(-k, r^{\prime}\right), & r<r^{\prime}  \tag{9.22}\\ (-)^{J} F_{J}(-k, r)\left[F_{J}(-k)\right]^{-1} k^{L} \Phi_{J}^{T}\left(k, r^{\prime}\right), & r>r^{\prime}\end{cases}
$$

or by (9.12)
(G) $)_{J}\left(k ; r, r^{\prime}\right)= \begin{cases}(-)^{J} \Psi_{J}(k, r) F_{J}{ }^{T}\left(-k, r^{\prime}\right), & r<r^{\prime} \\ (-)^{J} F_{J}(-k, r) \Psi_{J}{ }^{T}\left(k, r^{\prime}\right), & r>r^{\prime} .\end{cases}$

The verification that this is indeed a Green's function,
i.e., that it is continuous at $r=r^{\prime}$ and fulfills the matrix version of (6.2) is not completely trivial. It rests on the observation that ${ }^{60}$

$$
\begin{align*}
& F_{J}(k, r) F_{J}{ }^{T}(-k, r)-F_{J}(-k, r) F_{J}{ }^{T}(k, r)=0, \\
& F_{J}^{\prime}(k, r) F_{J}{ }^{T}(-k, r)-F_{J}{ }^{\prime}(-k, r) F_{J}^{T}(k, r) \tag{9.23}
\end{align*}
$$

$$
=(-)^{J} 2 i k
$$

These equations are proved by introducing an auxiliary matrix solution $\Lambda(k, r)$ of (2.10), which satisfies the boundary condition

$$
\Lambda\left(k, r_{0}\right)=0, \quad \Lambda^{\prime}\left(k, r_{0}\right)=1
$$

at an arbitrary point $r_{0} \neq 0$. $\Lambda$ can be expressed in terms of $F_{J}(k, r)$ and $F_{J}(-k, r)$, the coefficients being found by evaluating the Wronskians. If we then insert the boundary condition at $r_{0}$ we obtain (9.23).

The regularity properties of $\oiint_{J}$ are the same as those of $S_{l}$. We can again relate the $S$ matrix to it by solving (2.8) :

$$
\begin{align*}
\Psi_{J}(k, r)= & k^{L+1} U_{J}(k, r) \\
& +\int_{0}^{\infty} d r^{\prime}(\xi),\left(k ; r, r^{\prime}\right) V^{J}\left(r^{\prime}\right) U_{J}\left(k, r^{\prime}\right) k^{L+1} \tag{9.24}
\end{align*}
$$

and then inserting this solution in (2.21)

$$
\begin{gather*}
S^{J}(k)=1-2 i k^{L+\frac{1}{2}} \int_{0}^{\infty} d r U_{J}(k, r) V^{J}(r) U_{J}(k, r) k^{L+\frac{1}{2}} \\
-2 i k^{L+\frac{1}{2}} \int_{0}^{\infty} d r \int_{0}^{\infty} d r^{\prime} U_{J}(k, r) V^{J}(r) \\
\times(\mathfrak{G})\left(k ; r, r^{\prime}\right) V^{J}\left(r^{\prime}\right) U_{J}\left(k, r^{\prime}\right) k^{L+\frac{1}{2}} \tag{9.25}
\end{gather*}
$$

The completeness of the eigenfunction of (9.1) is proved ${ }^{17,57}$ by the same method as in Sec. 7 for a single equation. The result is that ( $7.9^{\prime}$ ) is replaced by

$$
\begin{equation*}
\int \Phi_{J}(E, r) d \mathrm{P}_{J}(E) \Phi_{J^{T}}\left(E, r^{\prime}\right)=\delta\left(r-r^{\prime}\right) \tag{9.26}
\end{equation*}
$$

where the spectral function is given by

$$
\frac{d \mathbf{P}_{J}(E)}{d E}= \begin{cases}\frac{2 \mu}{\pi \hbar^{2}} k^{L+\frac{1}{2}}\left[F_{J}(k) F_{J}(-k)\right]^{-1} k^{L+\frac{1}{2}}, & E>0,  \tag{9.27}\\ \sum_{n} C_{n} \delta\left(E-E_{n}\right), & E \leq 0,\end{cases}
$$

with $\mathrm{P}_{J}(-\infty)=0 . \mathrm{P}_{J}(E)$ is a real, symmetric, positive semidefinite matrix function of $E$. The matrices $C_{n}$ are real symmetric, positive semidefinite, and in general singular, with the property

$$
\begin{equation*}
C_{n}=\int_{0}^{\infty} d r C_{n} \Phi_{J}^{(n) T}(r) \Phi J^{(n)}(r) C_{n} \tag{9.28}
\end{equation*}
$$

[^92]where
$$
\Phi_{J}^{(n)}(r) \equiv \Phi_{J}\left(-i \kappa_{n}, r\right)
$$

We can always write

$$
C_{n}=\alpha_{n}^{2} B_{n},
$$

where $\alpha_{n}$ is a real number and $B_{n}$, a real symmetric projection ${ }^{61}$ :

$$
B_{n}=b_{n} \times b_{n}
$$

in terms of the "vector"

$$
b_{n}=\left(1+\beta_{n}^{2}\right)^{-\frac{1}{2}}\left(1, \beta_{n}\right)
$$

We also define a vector
$\psi_{J}{ }^{(n)}(r) \equiv \alpha_{n}\left(1+\beta_{n}{ }^{2}\right)^{-\frac{1}{2}}$

$$
\times\left[\Phi_{J 11}^{(n)}(r)+\beta_{n} \Phi_{J 12}^{(n)}(r), \Phi_{J 21}^{(n)}(r)+\beta_{n} \Phi_{J 22}^{(n)}(r)\right]
$$

with the property

$$
\int_{0}^{\infty} d r\left|\psi J^{(n)}(r)\right|^{2}=1
$$

which follows from (9.28). With these definitions we have

$$
\Phi_{J}^{(n)}(r) C_{n} \Phi_{J}^{(n) T}\left(r^{\prime}\right)=\psi_{J}{ }^{(n)}(r) \times \psi_{J}^{(n)}\left(r^{\prime}\right)
$$

The completeness (9.26) thus can also be written in terms of the physical wave function and normalized bound-state wave functions:

$$
\begin{align*}
& \frac{2}{\pi} \int_{0}^{\infty} d k \Psi_{J}(k, r) \Psi_{J}^{\dagger}\left(k, r^{\prime}\right) \\
& \\
& \quad+\sum_{n} \psi J^{(n)}(r) \times \psi_{J}^{(n)}\left(r^{\prime}\right)=\delta\left(r-r^{\prime}\right)
\end{align*}
$$

Similarly, for the complete Green's function

$$
\begin{equation*}
\oiint_{J}\left(E ; r, r^{\prime}\right)=\frac{\hbar^{2}}{2 \mu} \int \frac{\Phi_{J}\left(E^{\prime}, r\right) d \mathrm{P}_{J}\left(E^{\prime}\right) \Phi_{J}{ }^{T}\left(E^{\prime}, r\right)}{E-E^{\prime}}, \tag{9.29}
\end{equation*}
$$

$$
\begin{align*}
& \text { or } \\
& \mathrm{S}_{J}\left(k ; r, r^{\prime}\right)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{d k^{\prime}}{k^{\prime}} \frac{\Psi_{J}\left(k^{\prime}, r\right) \Psi_{J}^{\dagger}\left(k^{\prime}, r^{\prime}\right)}{k-k^{\prime}} \\
&+\sum \frac{\psi J^{(n)}(r) \times \psi_{J}^{(n)}\left(r^{\prime}\right)}{k^{2}+\kappa_{n}^{2}}
\end{align*}
$$

The Gel'fand Levitan equations can be generalized to the case with coupling in a straight forward manner. ${ }^{57}$ The result is that (8.5)-(8.7), and (8.11) are replaced by

$$
\begin{equation*}
\Phi_{J}(k, r)=\Phi_{J}^{(1)}(k, r)+\int_{0}^{\infty} d r^{\prime} K_{J}\left(r, r^{\prime}\right) \Phi_{J}^{(1)}\left(k, r^{\prime}\right) \tag{9.30}
\end{equation*}
$$

$K_{J}\left(r, r^{\prime}\right)=\int \Phi_{J}(k, r)$

$$
\begin{equation*}
\times d\left[\mathrm{P}_{J}^{(1)}(E)-\mathrm{P}_{J}(E)\right] \Phi_{J^{(1) T}}\left(k, r^{\prime}\right) \tag{9.31}
\end{equation*}
$$

[^93]\[

$$
\begin{align*}
& \frac{\partial^{2}}{\partial r^{2}} K_{J}\left(r, r^{\prime}\right)-\left[V^{J}(r)+\frac{L(L+1)}{r^{2}}\right] K_{J}\left(r, r^{\prime}\right) \\
& =\frac{\partial^{2}}{\partial r^{\prime 2}} K_{J}\left(r, r^{\prime}\right)-K_{J}\left(r, r^{\prime}\right)\left[V^{(1) J}\left(r^{\prime}\right)+\frac{L(L+1)}{r^{\prime 2}}\right],  \tag{9.32}\\
& g_{J}\left(r, r^{\prime}\right)=\int \Phi_{J}^{(1)}(k, r) \\
& \quad \times d\left[\mathrm{P}_{J}^{(1)}(E)-\mathrm{P}_{J}(E)\right] \Phi_{J}^{(1) r}\left(k, r^{\prime}\right), \tag{9.33}
\end{align*}
$$
\]

while (8.8) to (8.10) retain the same form as before.
The potential matrix $V^{J}$ is thus determined from the spectral function $\mathrm{P}_{J}(E)$ in the same manner as in the case of no coupling. However, it is now no longer so simple to infer the generalized Jost function $F_{J}(k)$ and thus $\mathbf{P}_{J}(E)$ from $S^{J}(k)$ and the bound states. The procedure leading to (5.21) cannot be generalized, the logarithm of a matrix not being well defined. ${ }^{22}$ The problem was solved by Newton and Jost ${ }^{57}$ with the result that, in contrast to the case of no coupling, not all matrix functions $S^{J}(k)$ admit of a splitup (9.9') with $F_{J}\left(k^{\prime}\right)$ having all the required properties. No simple way is known to determine whether or not a given $S^{J}(k)$ leads to an $F_{J}(k)$, except to solve the integral equation of footnote reference 57 in order to find $F_{J}$.

## 10. EXAMPLES

(a) Square Well

In the simple case of a square well ${ }^{63}$ one readily finds that the Jost function is

$$
\begin{align*}
f_{l}(k)=(k / K) & {\left[w_{l}\left(k r_{0}\right) u_{l}^{\prime}\left(K r_{0}\right)\right.} \\
& \left.-(k / K) u_{l}\left(K r_{0}\right) w w_{l}^{\prime}\left(k r_{0}\right)\right], \tag{10.1}
\end{align*}
$$

where $r_{0}$ is the radius of the potential of strength $V_{0}$, $K^{2}=k^{2}-V_{0}$, and the prime indicates differentiation with respect to the argument of the function. In the case $l=0$ we have

$$
f_{0}(k)=\left(r_{0} K\right)^{-1} e^{-i k r_{0}} \sin \left(K r_{0}\right) g\left(-i k r_{0}\right),
$$

where, with

$$
z=-i k r_{0}, \quad z_{0}^{2}=-r_{0}^{2} V_{0}, \quad \zeta^{2}=z_{0}^{2}-z^{2} \equiv\left(\xi^{2}+i \eta\right)^{2},
$$

we write

$$
g(z)=\zeta \cot \zeta-z
$$

The zeros of $f_{0}(k)$ are found from those of $g(z)$. The real roots with $z<z_{0}$ are determined by the intersection of the two curves

$$
z=\xi \cot \xi, \quad z=\left(z_{0}^{2}-\xi^{2}\right)^{\frac{1}{2}}
$$

[^94]shown in Fig. 1 with some intersections for $z_{0}{ }^{2}>0$, i.e., an attractive potential. An intersection for negative $z$ means a negative imaginary root of $f_{0}(k)$ and hence, a bound state. Such a root evidently exists whenever $z_{0}>\frac{1}{2} \pi$. When $1<z_{0}<\frac{1}{2} \pi$, then there is an intersection for positive $z$, i.e., a positive imaginary root of $f_{0}(k)$. We then have a "virtual bound state." When $z_{0}<1$ then we must replace $\xi$ by in and the curves become
$$
z=\eta \operatorname{coth} \eta, \quad z=\left(z_{0}{ }^{2}+\eta^{2}\right)^{2} .
$$

The intersection keeps moving up and there is always a virtual bound state.

For $z_{0}{ }^{2}<0$ (i.e., a repulsive potential), there is obviously no intersection and we never have a virtual bound state.
The complex zeros of $f_{0}(k)$ are obtained from those roots of

$$
H(z) \equiv g(z) g(-z)=\csc ^{2} \zeta\left(\zeta-z_{0} \sin \zeta\right)\left(\zeta+z_{0} \sin \zeta\right) \equiv h(\zeta),
$$

which lie in the right half of the complex $z$ plane. A zero $\zeta_{0}$ of $h(\zeta)$ must satisfy the equations

$$
\begin{aligned}
\xi_{0} \cot \xi_{0} & =\eta_{0} \operatorname{coth} \eta_{0} \\
\xi_{0} & = \pm z_{0} \sin \xi_{0} \cosh \eta_{0}
\end{aligned}
$$

if the potential is attractive, or

$$
\begin{aligned}
\xi_{0} \tan \xi_{0} & =-\eta_{0} \tanh \eta_{0} \\
\eta_{0} & = \pm z_{0} \sin \xi_{0} \cosh \eta_{0}
\end{aligned}
$$

if it is repulsive. They can be shown to have infinitely many solutions. ${ }^{64}$

## (b) Zero-Range Potential

The case of a potential of zero range is included here only for the sake of cautioning the unwary. If the potential vanishes identically for $r>R$ then the wave function in the outside region is determined by assigning it at $r=R$ a given logarithmic derivative $c$ which becomes less and less energy dependent the shorter the potential range $R$. In the limit as $R \rightarrow 0$, then, the


Fig. 1. Bound and virtual bound states in a square well; $z=-i k r_{0}$, $z_{0}{ }^{2}=-r_{0}{ }^{2} V_{0}$. The $z$ coordinate of the intersection of the curve $z$ $=\xi \cot \xi$ with the circle $z^{2}+\xi^{2}=z_{0}{ }^{2}$ gives the energy of the bound state, if negative, or of the virtual bound state, if positive.
potential is replaced by the boundary condition ${ }^{65}$

$$
\lim _{r \rightarrow 0} \varphi^{\prime}(k, r) / \varphi(k, r)=c
$$

while (3.3) is discarded. The function $f(k, r)$ is in this case simply the free function $e^{-i k r}$ and from (4.3) [Eq. (4.3') no longer holds],

$$
f(k)=c+i k
$$

This function vanishes at $k=i c$ so that if $c$ is negative, then there is a bound state of energy $-\hbar^{2} c^{2} / 2 \mu$, and if $c$ is positive, then there is a virtual bound state. Notice that (4.16) is now no longer true.

The $S$ matrix is

$$
\begin{equation*}
S(k)=(c+i k) /(c-i k) \tag{10.2}
\end{equation*}
$$

so that $S(\infty)=-1$. The Levinson theorem (5.15) is also violated since now

$$
\begin{equation*}
\delta(0)-\delta(\infty)= \pm \frac{1}{2} \pi \tag{10.3}
\end{equation*}
$$

depending on the sign of $c$. The explanation ${ }^{66}$ of this fact is that the limit of zero range is not uniform in $k$, as can be seen explicitly by writing

$$
\tan \delta=(k \cot k R-c) /(k+c \cot k R)
$$

If we let $k \rightarrow \infty$ then we know that for fixed $R, c$ approaches its free value $k \cot k R$, and hence $\tan \delta \rightarrow 0$; we may subsequently let $R \rightarrow 0$ and get no change. But if we let $R \rightarrow 0$ with $c$ fixed, we get

$$
\tan \delta=k / c
$$

and $c$ is independent of $k$. If we now let $k \rightarrow \infty$ we get the anomalous value $\tan \delta=\infty$.

## (c) Repulsive Core

If the potential is positive infinite for $r<R_{c}$, then the boundary condition (3.3) is replaced by

$$
\begin{gathered}
\varphi_{l}\left(k, R_{c}\right)=0, \\
\varphi_{l}^{\prime}\left(k, R_{c}\right)=1,
\end{gathered}
$$

for each $l$. The solution $f_{l}(k, r)$ is completely unaware of the core for $r>R_{c}$. The analyticity properties are thus quite unchanged. The Jost function is given by (4.3), but instead of ( $4.3^{\prime}$ ), we get

$$
f_{l}(k)=k^{l} f_{l}\left(k, R_{c}\right),
$$

and hence by (3.17), as $|k| \rightarrow \infty$ in the lower halfplane or on the real axis,

$$
f_{l}(k)=(i k)^{l} e^{-i k R_{c}}+o\left(k^{l} e^{v R_{c}}\right)
$$

The $S$ matrix is

$$
S_{l}(k)=(-)^{l}\left[f_{l}\left(k, R_{c}\right) / f_{l}\left(-k, R_{c}\right)\right]
$$

[^95]Thus as $|k| \rightarrow \infty$ for real $k$

$$
\delta_{l}(k) \sim-k R_{c}+\frac{1}{2} \pi l+o(1)
$$

In other words, the phaseshift no longer tends to a multiple of $2 \pi$ at high energies, but instead keeps increasing linearly.

The $S$ matrix elements of the first three angular momenta for a pure repulsive core are

$$
\begin{align*}
& S_{0}(k)=\exp \left(-2 i k R_{c}\right), \\
& S_{1}(k)=-\exp \left(-2 i k R_{c}\right) \cdot \frac{k-i R_{c}^{-1}}{k+i R_{c}^{-1}},  \tag{10.4}\\
& S_{2}(k)=\exp \left(-2 i k R_{c}\right) \cdot \frac{\left(k R_{c}\right)^{2}-3 i k R_{c}-3}{\left(k R_{c}\right)^{2}+3 i k R_{c}-3}
\end{align*}
$$

Whereas for $l=0, S_{l}$ is an entire function, for $l \geq 1$ it has poles in the lower half-plane, i.e., on the second sheet of the Riemann surface as a function of the energy.

Although the Levinson theorem (5.15) is not true when a repulsive core is present, one can prove a similar theorem for the difference between the actual phaseshift and the pure core phaseshift for the same core radius.

## (d) Exponential Potential

If the potential has the form

$$
V(r)=-V_{0} e^{-r / a}
$$

then the $s$ wave radial equation is explicitly solvable by setting $x=e^{-r / a}$. The result is that ${ }^{12,67,68}$

$$
\begin{align*}
f_{0}(k, r)= & \exp \left[-i a k \log \left(a^{2} V_{0}\right)\right] \\
& \times \Gamma(1+2 i a k) J_{2 i a k}\left(2 a V_{0}{ }^{\frac{1}{2}} e^{-r / 2 a}\right) \tag{10.5}
\end{align*}
$$

and the Jost function

$$
\begin{align*}
& f_{0}(k)=\exp \left[-i a k \log \left(a^{2} V_{0}\right)\right] \\
& \times \Gamma(1+2 i a k) J_{2 i a k}\left(2 a V_{0}{ }^{\frac{1}{4}}\right) . \tag{10.6}
\end{align*}
$$

The points where

$$
J_{2 \dot{s} k}\left(2 a V_{0^{\frac{1}{2}}}\right)=0
$$

determine the bound states (for $\operatorname{Im} k_{0}<0$ ) and the virtual states as well as the "resonances." ${ }^{69}$

The function $f_{0}(k)$ has infinitely many simple poles on the positive imaginary axis because of the gamma function. They occur at $k=i n / 2 a$ for all positive integers $n$. There is the exceptional possibility that $E=-\hbar^{2} n^{2} / 8 a^{2} \mu$ is the energy of a bound state. Since $J_{-n}(z)=(-)^{n} J_{n}(z)$ the Bessel function then vanishes at the same point where the gamma function has a pole. In that case $f_{0}(k)$ does not have a pole at $k=i n / 2 a$;

[^96]but since it still has a zero at $k=-i n / 2 a$, the $S$ matrix still retains its pole.

It may be expected from the structure of $f_{0}(k, r)$ for the pure exponential potential that the appearance of poles in $f_{0}(k)$ at $k=i n / 2 a$ for positive integers $n$ is a general feature of potentials whose asymptotic tail is proportional to $e^{-\tau / a}$. This has indeed been demonstrated recently by Peierls. ${ }^{70}$

## (e) Yukawa-Type Potentials

Suppose that the potential can be written in the form

$$
\begin{equation*}
V(r)=V_{0} \int d \alpha \rho(\alpha) e^{-\alpha r} \tag{10.7}
\end{equation*}
$$

where $\rho(\alpha)=0$ for $\alpha<\mu, \mu>0 .{ }^{71}$ A special case is the Yukawa potential, obtained by setting $\rho(\alpha)=$ const. for $\alpha>\mu$. We shall examine the implications of the foregoing form of $V$ for $l=0$ only. ${ }^{12,15,26,70,72}$

If we write

$$
g(k, r) \equiv f_{0}(k, r) e^{i k r}
$$

then the integral equation (3.8) becomes for the potential (10.7)

$$
\begin{aligned}
g(k, r)=1+\left(V_{0} / 2 i k\right) \int & d \alpha \rho(\alpha) \int_{0}^{\infty} d r^{\prime} \\
& \times\left(1-e^{-2 i k r^{\prime}}\right) e^{-\alpha\left(r+r^{\prime}\right)} g\left(k, r+r^{\prime}\right),
\end{aligned}
$$

and the Jost function is

$$
f_{0}(k)=g(k, 0)
$$

We solve the integral equation by iteration

$$
g(k, r)=\sum_{n=0}^{\infty} g_{n}(k, r)
$$

and easily find that

$$
\begin{gather*}
g_{0}(k, r)=1 \\
g_{n}(k, r)=V_{0}^{n} \int \frac{d \alpha_{1}}{\alpha_{1}} \frac{\rho\left(\alpha_{1}\right)}{\alpha_{1}+2 i k} \int^{\frac{d \alpha_{2}}{\alpha_{2}}} \frac{\rho\left(\alpha_{2}-\alpha_{1}\right)}{\alpha_{2}+2 i k} \cdots \\
 \tag{10.8}\\
\times \int \frac{d \alpha_{n}}{\alpha_{n}} \frac{\rho\left(\alpha_{n}-\alpha_{n-1}\right)}{\alpha_{n}+2 i k} e^{-\alpha_{n} r}, \quad n \geq 1
\end{gather*}
$$

It is clear from this that in general $f_{0}(k, r)$ will have a branch cut along the positive imaginary axis starting at $k=\frac{1}{2} i \mu$ and running to infinity. Moreover, if we assume that $\rho(\alpha)$ is bounded

$$
|\rho(\alpha)| \leq M
$$

[^97]then $f_{0}(k, r)$ is a regular analytic function in the entire $k$ plane, except for the cut; at $k=\frac{1}{2} i \mu$ it has a logarithmic singularity (unless $\rho(\mu)=0$ ), while everywhere else on the cut it is continuous. It is readily seen from the foregoing that if $k$ remains a finite distance away from the cut, i.e., if
$$
|\operatorname{Re} k| \geq \epsilon \quad \text { if } \quad \operatorname{Im} k \geq \frac{1}{2} \mu-\epsilon
$$
then
$$
\left|g_{n}(k, r)\right| \leq\left(M c V_{0} / \mu\right)^{n} / n!
$$
uniformly in $k$ and $r$. Hence the series converges absolutely and uniformly. Similarly one establishes the existence of the derivative and thus the analyticity of $f_{0}(k, r)$ and $f_{0}(k)$ everywhere, except on the cut.

If we define functions $h_{n}(\alpha, k, r)$ by the recursion

$$
\begin{aligned}
& h_{0}(\alpha, k, r)=e^{-\alpha r} \\
& h_{n}(\alpha, k, r)=V_{0} \int_{\alpha+\mu}^{\infty} \frac{d \alpha^{\prime}}{\alpha^{\prime}} \frac{\rho\left(\alpha^{\prime}-\alpha\right)}{\alpha^{\prime}+2 i k} h_{n-1}\left(\alpha^{\prime}, k, r\right), \quad n \geq 1
\end{aligned}
$$

then

$$
g_{n}(k, r)=h_{n}(0, k, r)
$$

and

$$
h(\alpha, k, r)=\sum_{n=0}^{\infty} h_{n}(\alpha, k, r)
$$

converges absolutely and uniformly so long as $k$ stays at least a fixed distance away from the cut which runs from $k=\frac{1}{2} i(\alpha+\mu)$ upwards. The function $h(\alpha, k, r)$ satisfies the integral equation

$$
\begin{equation*}
h(\alpha, k, r)=e^{-\alpha r}+V_{0} \int_{\alpha+\mu}^{\infty} \frac{d \alpha^{\prime}}{\alpha^{\prime}} \cdot \frac{\rho\left(\alpha^{\prime}-\alpha\right)}{\alpha^{\prime}+2 i k} h\left(\alpha^{\prime}, k, r\right) \tag{10.9}
\end{equation*}
$$

which determines $h(\alpha, k, r)$ explicitly in terms of $h\left(\alpha^{\prime}, k, r\right)$ for $\alpha^{\prime} \geq \alpha+\mu$. For

$$
k=\frac{1}{2} i(\alpha+\mu)-\frac{1}{2} i \epsilon
$$

we find
$h(\alpha, k, r)=\frac{V_{0 \rho}(\mu)}{\alpha+\mu} h(\alpha+\mu, k, r) \log \left(\frac{\alpha+\mu}{\epsilon}\right)+O(1)$.
Since

$$
f_{0}(k)=1+V_{0} \int_{\mu}^{\infty} \frac{d \alpha}{\alpha} \frac{\rho(\alpha)}{\alpha+2 i k} h(\alpha, k, 0)
$$

we have

$$
\lim _{|k| \rightarrow \infty} f_{0}(k)=1
$$

everywhere in the complex plane. Consequently, the $S$ matrix is an analytic function of $k$, regular in the complex plane cut along the positive imaginary axis from $k=\frac{1}{2} i \mu$ to infinity, continuous on the cut, except near the point $k=\frac{1}{2} i \mu$, where it is $O[\log (2 i k+\mu)]$. Furthermore,

$$
\lim _{|k| \rightarrow \infty} S_{0}(k)=1
$$

One may then use Cauchy's theorem to express the real
part of $S_{0}$ (for real $k$ ) in terms of its imaginary part, bound state contributions, and an integral over the cut along the positive imaginary axis. ${ }^{15}$ Because of the last contribution such a dispersion relation is not very useful.

## (f) Generalized Bargmann Potentials

Suppose we are given an arbitrary potential $V^{(0)}(r)$ and the corresponding functions $\varphi_{l}{ }^{(0)}(k, r), f_{l}{ }^{(0)}(k, r)$ and $f_{l}{ }^{(0)}(k)$. This potential need not satisfy (3.1), but we take it so that, except for isolated singularities $f_{l}^{(0)}(k)$ possesses an analytic extension into the upper half plane. In fact $V^{(0)}(r)$ may even be the Coulomb potential ; in that case (3.4) is replaced by ${ }^{73}$

$$
\lim _{r \rightarrow \infty} \exp i\left[k r-\eta k^{-1} \log r\right] f_{0}{ }^{(0)}(k, r)=i^{l} .
$$

We want to write ${ }^{74}$ down the potential $\Delta V(r)$ which, if added to $V^{(0)}(r)$, causes a new $S_{l}(k)$ that differs from the old by a finite number of poles and zeros

$$
\begin{equation*}
S_{l}(k)=S_{l}^{(0)}(k) R(k) / R(-k), \tag{10.11}
\end{equation*}
$$

where $R(k)$ is a rational function with $N$ simple poles at $k=\beta_{n}\left(\operatorname{Im} \beta_{n}>0\right)$ and $N$ simple zeros at $k=\alpha_{n}$, and which tends to one at infinity ${ }^{75}$ :

$$
\begin{equation*}
R(k)=\Pi[(k-\alpha) /(k-\beta)] . \tag{10.12}
\end{equation*}
$$

Among the $\alpha$ 's we distinguish between those in the $u p p e r$ half-plane, which we call $\gamma, \operatorname{Im} \gamma>0$, and those in the lower, which we call $\kappa, \operatorname{Im} \kappa<0$.

We now form the functions

$$
\begin{align*}
& x_{\beta}(k, r) \equiv\left(\beta^{2}-k^{2}\right)^{-1} W\left[\varphi_{l}^{(0)}(\beta, r), f_{l}^{(0)}(k, r)\right]  \tag{10.13}\\
& y_{\beta}(k, r) \equiv\left(\beta^{2}-k^{2}\right)^{-1} W\left[\varphi_{l}^{(0)}(\beta, r), \varphi_{l}^{(0)}(k, r)\right]  \tag{10.14}\\
& \left\{\begin{array}{l}
x_{\gamma \beta}(r) \equiv x_{\beta}(-\gamma, r) \\
x_{\kappa \beta}(r) \equiv x_{\beta}(\kappa, r)-i^{l} C_{k} y_{\beta}(\kappa, r)
\end{array}\right. \tag{10.15}
\end{align*}
$$

where $C_{x}$ are a set of arbitrary real constants.
Notice that we can also write
$x_{\beta}(k, r)=\int_{0}^{r} d r^{\prime} \varphi_{l}^{(0)}\left(\beta, r^{\prime}\right) f_{l}^{(0)}\left(k, r^{\prime}\right)$

$$
\begin{equation*}
+\left(k^{2}-\beta^{2}\right)^{-1} f_{l}^{(0)}(k) \tag{10.16}
\end{equation*}
$$

$y_{\beta}(k, r)=\int_{0}^{r} d r^{\prime} \varphi_{l}^{(0)}\left(\beta, r^{\prime}\right) \varphi_{l}^{(0)}\left(k, r^{\prime}\right)$.

[^98]We then define $N$ functions $K_{\beta}(r)$ by the $N$ equations ${ }^{76}$

$$
\begin{align*}
& \sum_{\beta} x_{\gamma \beta}(r) K_{\beta}(r)=-f_{l}^{(0)}(-\gamma, r)  \tag{10.18}\\
& \sum_{\beta} x_{\kappa \beta}(r) K_{\beta}(r)=-f_{l}^{(0)}(\kappa, r)+i^{l} C_{\kappa} \varphi_{l}^{(0)}(\kappa, r)
\end{align*}
$$

The claim is that when

$$
\begin{equation*}
\Delta V(r) \equiv 2 \frac{d}{d r} \sum_{\beta} K_{\beta}(r) \varphi_{l}^{(0)}(\beta, r) \tag{10.19}
\end{equation*}
$$

is added to $V^{(0)}(r)$, it produces the $S_{l}(k)$ of (10.11) and, furthermore, there are bound states of energies $-\hbar^{2} \kappa^{2} / 2 \mu$ in addition to those of $V(r)$.

A few steps of simple algebra show that the functions

$$
\begin{align*}
& h(k, r) \equiv f_{l}^{(0)}(k, r)+\sum_{\beta} K_{\beta}(r) x_{\beta}(k, r)  \tag{10.20}\\
& g(k, r) \equiv \varphi_{l}^{(0)}(k, r)+\sum_{\beta} K_{\beta}(r) y_{\beta}(k, r) \tag{10.21}
\end{align*}
$$

satisfy the differential equations
$-h^{\prime \prime}+\left[l(l+1) r^{-2}+V^{(0)}+\Delta V-k^{2}\right] h$

$$
\begin{equation*}
=\sum_{\beta} \rho_{\beta}(r) x_{\beta}(k, r) \tag{10.22}
\end{equation*}
$$

$-g^{\prime \prime}+\left[l(l+1) r^{-2}+V^{(0)}+\Delta V-k^{2}\right] g$

$$
\begin{equation*}
=\sum_{\beta} \rho_{\beta}(r) y_{\beta}(k, r) \tag{10.23}
\end{equation*}
$$

where
$\rho_{\beta}(r) \equiv-K_{\beta}{ }^{\prime \prime}+\left[l(l+1) r^{-2}+V^{(0)}+\Delta V-\beta^{2}\right] K_{\beta}$.
Now by the definitions (10.15) and (10.18) we have

$$
\begin{equation*}
h(-\gamma, r) \equiv 0, \quad h(\kappa, r) \equiv i^{l} C_{\kappa} g(\kappa, r), \tag{10.25}
\end{equation*}
$$

insertion of which in (10.22) implies by (10.23) that

$$
\sum_{\beta} x_{\alpha \beta}(r) \rho_{\beta}(r)=0
$$

for all $\alpha$. We may conclude that ${ }^{76} \rho_{\beta}(r)=0$ for all $\beta$. The functions $h$ and $g$ thus both satisfy the Schrödinger equation with the new potential $V=V^{(0)}+\Delta V$.
Next we look at the boundary values. As $r \rightarrow \infty$ it is readily seen that

$$
\begin{aligned}
& x_{\beta}(k, r) \sim-\frac{1}{2}(-)^{l}(k+\beta)^{-1} f_{l}^{(0)}(-\beta) e^{-i(k+\beta) r} \\
& y_{\beta}(\kappa, r) \sim \frac{1}{4} i \kappa^{-l-1}(\beta-\kappa)^{-1} f_{l}^{(0)}(\kappa) f_{l}^{(0)}(-\beta) e^{-i(\beta-\kappa) r}
\end{aligned}
$$

The equations for $K_{\beta}(r)$, (10.18), thus become for large $r$

$$
\sum_{\beta}(\alpha-\beta)^{-1} f_{l}^{(0)}(-\beta) e^{-i \beta r} K_{\beta}(r)=-2 i^{-l}
$$

from which it follows that there exists a set of $N$ constants $a_{\beta}$ such that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} f_{l}^{(0)}(-\beta) e^{-i \beta_{r}} K_{\beta}(r)=-2 i^{-l} a_{\beta} \tag{10.26}
\end{equation*}
$$

and

$$
\begin{equation*}
1-\sum_{\beta}(\alpha-\beta)^{-1} a_{\beta}=0 \tag{10.27}
\end{equation*}
$$

We may immediately infer that

$$
\begin{equation*}
R(k)=1-\sum_{\beta}(k-\beta)^{-1} a_{\beta} \tag{10.28}
\end{equation*}
$$

[^99]both sides being rational functions of $k$ with the same zeros and poles and the same limit as $|k| \rightarrow \infty$.

The asymptotic behavior of the function $h(k, r)$ of (10.20) for large $r$ is now easily seen to be

$$
h(k, r) \sim i^{l} e^{-i k r} R(-k)
$$

which proves that

$$
\begin{equation*}
f_{l}(k, r)=h(k, r) / R(-k) \tag{10.29}
\end{equation*}
$$

The function $g(k, r)$ of (10.21) is a regular solution of (2.10). From (10.21), (4.1), and (10.29) we see that

$$
\begin{align*}
g(k, r)=\frac{1}{2} i k^{-l-1} & {\left[f_{l}^{(0)}(-k) R(-k) f_{l}(k, r)\right.} \\
& \left.-(-)^{l} f_{l}^{(0)}(k) R(k) f_{l}(-k, r)\right] . \tag{10.30}
\end{align*}
$$

It follows that $S_{l}(k)$ is indeed given by (10.11). Moreover, by (10.25) and (10.29),

$$
\begin{equation*}
f_{l}(\kappa, r)=i^{l} C_{\kappa} \Pi \frac{\kappa+\beta}{\kappa+\alpha} g(\kappa, r) \tag{10.31}
\end{equation*}
$$

both sides being regular at $r=0$ and decreasing exponentially at infinity; $\kappa$ is thus indeed a bound state. Since for given zeros of $f_{l}(k)$ in the lower half-plane (4.5) and (4.16) define $f_{l}(k)$ uniquely [see (5.21')], we may conclude from (10.11) that

$$
\begin{equation*}
f_{l}(k)=f_{l}^{(0)}(k) R(k) \tag{10.32}
\end{equation*}
$$

and hence from (10.30) and (4.1)

$$
\begin{equation*}
\varphi_{l}(k, r)=g(k, r) \tag{10.33}
\end{equation*}
$$

We can also evaluate the normalization integral of $\varphi_{l}(\kappa, r)$. If we use the equations between (7.3) and (7.4). we get

$$
\begin{align*}
& N_{\kappa}^{2}=\int_{0}^{\infty} d r\left|\varphi_{l}(\kappa, r)\right|^{2} \\
&=(i \kappa)-\frac{\prod_{\alpha \neq *_{k}\left(\alpha^{2}+|\kappa|^{2}\right)}}{\prod_{\beta}\left(\beta^{2}+|\kappa|^{2}\right)} \cdot \frac{f_{l}^{(0)}(\kappa)}{C_{\kappa}} . \tag{10.34}
\end{align*}
$$

The potential $\Delta V$ can be written in a somewhat simpler form. If we solve the set of Eqs. (10.18),

$$
\begin{equation*}
K_{\beta}(r)=-\sum_{\alpha}\left[x^{-1}(r)\right]_{\beta \alpha} U_{\alpha}^{(l)}(r) \tag{10.35}
\end{equation*}
$$

where

$$
\begin{align*}
& U_{\gamma}^{(l)}(r) \equiv f_{l}^{(0)}(-\gamma, r) \\
& U_{\kappa}^{(l)}(r) \equiv f_{l}^{(0)}(\kappa, r)-i^{l} C_{\kappa} \varphi_{l}^{(0)}(\kappa, r) \tag{10.36}
\end{align*}
$$

then we can write (10.19),

$$
\begin{equation*}
\Delta V(r)=-2\left(d^{2} / d r^{2}\right) \log \operatorname{det}\left[x_{\alpha \beta}(r)\right] \tag{10.37}
\end{equation*}
$$

since it follows from (10.16) and (10.17) that

$$
U_{\alpha}^{(l)}(r) \varphi_{l}^{(0)}(\beta, r)=(d / d r) x_{\alpha \beta}(r)
$$

To summarize then, the potential $V=V^{(0)}+\Delta V$, where $\Delta V$ is given by (10.37), produces the functions $\varphi_{l}(k, r)$ and $f_{l}(k, r)$ given by (10.33) and (10.29), bound states of energy $\hbar^{2} \kappa^{2} / 2 \mu$ with wave functions $\varphi_{l}(\kappa, r)$
whose normalization is given by (10.34), and the $S$ matrix element (10.11), or

$$
S_{l}(k)=S_{l}^{(0)}(k) \Pi \frac{k-\gamma}{k+\gamma} \cdot \frac{k+\beta}{k-\beta} \cdot \frac{k-\kappa}{k+\kappa}
$$

We are free to choose a $\gamma$ equal to a $-\kappa$. In that case $S_{l}$ contains no pole and no zero because of the bound state. The potential $\Delta V$ is real if we choose the $\gamma$ 's and $\beta$ 's either purely imaginary or else in pairs symmetric with respect to the imaginary axis, and the $\kappa$ 's purely imaginary. The $S_{l}$ of (10.11) is then unitary (if $S_{l}{ }^{(0)}$ is). But one may also relax these requirements and make $\Delta V$ complex as an "optical" potential in order to simulate absorption.

If we choose $V^{(0)} \equiv 0$ then we get the Bargmann potentials, ${ }^{77}$ which lead to a rational $S_{l}(k)$. They are often very useful for the construction of simple models. A potential which leads to a rational $S_{l}(k)$ for one $l=l_{0}$ will in general not lead to a rational $S_{l}(k)$ for $l \neq l_{0}$. Since for $l=0$ the functions that enter in $V(r)$ are all exponentials (multiplied by sines and cosines if we choose complex $\beta$ 's and $\gamma$ 's), the Bargmann potentials for the $S$-wave have in general exponential tails. ${ }^{78}$ This shows that an exponential asymptotic form of the potential does not necessarily lead to infinitely many poles of $S_{l}$ in the upper half-plane, although it does in general. ${ }^{79}$

If $l \neq 0$ then the functions entering the Bargmann potentials are spherical Bessel functions and thus they contain inverse powers of $r$. As a result, they generally have asymptotic tails $r^{-n}$, where $n \geq 3$. It has been shown ${ }^{80}$ that a sufficient condition for a Bargmann potential to have an exponential tail is that $f_{l}(k)$ $=f_{l}(0)+O\left(k^{2 l}\right)$ as $k \rightarrow 0$.

We may look at some special cases. If we take one $\gamma=i a$, one $\beta=i b, V^{(0)}=0$, and $l=0,{ }^{77}$

$$
f_{0}(k)=(k-i a) /(k-i b)
$$

or
$k \cot \delta_{0}=[a b /(b-a)]+\left[k^{2} /(b-a)\right], b \geq 0, a \geq 0$,
then the effective range approximation is exact. The potential that produces this phaseshift is

$$
\begin{equation*}
V(r)=-\frac{8 b^{2}}{b^{2}-a^{2}}\left[\frac{e^{b r}}{b-a}+\frac{e^{-b r}}{b+a}\right]^{-2} \tag{10.39}
\end{equation*}
$$

If we set $a=0$ then we get a zero-energy resonance ( $f_{0}(0)=0$ )

$$
\tan \delta_{0}=b / k
$$

the potential that produces it is

$$
V(r)=-2 b^{2} \operatorname{sech}^{2} b r
$$

[^100]On the other hand, if we set $b=0$ then the phaseshift becomes

$$
\tan \delta_{0}=-a / k
$$

Since then $\delta_{0}(0)-\delta_{0}(\infty)=-\frac{1}{2} \pi$, the Levinson theorem (5.15) is violated. The potential that produces this phaseshift is

$$
V(r)=2 a^{2}(1+a r)^{-2}
$$

Notice that in this case, which violates (3.1), the Jost function has a pole at $k=0$.

We can also make the effective range approximation exact with a bound state. A case of interest is the deuteron. The phaseshift has the form (10.38) with $a$ replaced by $\kappa$, the binding energy being $\hbar^{2} \kappa^{2} / 2 \mu$. The potentials that produce that phaseshift and bound state are ${ }^{81}$

$$
V_{c}(r)
$$

$$
\begin{equation*}
=-4 \kappa \frac{d}{d r}\left\{\sinh b r \frac{g_{c}(\kappa, r)}{g_{c}(\kappa+b, r)-g_{c}(\kappa-b, r)}\right\} \tag{10.40}
\end{equation*}
$$

where

$$
g_{c}(k, r)=k^{-1}\left[e^{-k r}+c \sinh k r\right]
$$

The normalized bound state wave function is

$$
\begin{equation*}
\phi(r)=2\left(\frac{c \kappa}{b^{2}-\kappa^{2}}\right)^{\frac{1}{2}} \frac{\sinh b r}{g_{c}(\kappa+b, r)-g_{c}(\kappa-b, r)} . \tag{10.41}
\end{equation*}
$$

The potentials (10.40) have asymptotic tails proportional to $e^{-2 k r}$, except when $c=-4$, in which case it decreases more rapidly. ${ }^{82}$

[^101]An amusing case is the one for which $S_{0}(k) \equiv 1$, i.e., which causes no $s$ wave scattering whatever, at any energy, but which causes a bound state of zero energy. The potentials that do that are ${ }^{77,83}$

$$
V(r)=-6(d / d r)\left[r^{2} /\left(c^{2}+r^{3}\right)\right]
$$

The normalized bound state wave function ${ }^{84}$ is

$$
\phi(r)=\sqrt{3} c r /\left(c^{2}+r^{3}\right),
$$

while

$$
f_{0}(k, r)=e^{-i k r}-\left[3 r k^{-2} /\left(c^{2}+r^{3}\right)\right]\left[i k r e^{-i k r}+e^{-i k r}-1\right] .
$$

The Levinson theorem (5.15) is again not fulfilled. One can similarly find the potential for which

$$
f_{0}(k)=1+\kappa^{2} / k^{2}
$$

and which therefore has a bound state of binding energy $\hbar^{2} \kappa^{2} / 2 \mu$, but which causes no $s$ scattering. This potential, however, has infinitely many singularities on the real axis. ${ }^{83}$

We can also use the preceding procedure to write down the potentials with a hard core or a Coulomb contribution but whose $S$ matrix differs, for one $l$ value, from that for a pure hard core or pure Coulomb field by a rational factor. The construction of such examples is left as an exercise to the reader.

The Bargmann potentials have been generalized by Fulton and Newton ${ }^{85}$ to the case with coupling between two angular momenta. The resulting potentials constitute the only tensor forces for which the Schrödinger equation is known to have a solution in closed form. They have been applied to the case of low-energy neutron-proton scattering. ${ }^{86}$
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